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ABSTRACT

The ability to successfully forecast impending societal unrest, from riots and protests to assassinations

and coups, would fundamentally transform the ability of nations to proactively address instability
around the world, intervening before unrest accelts to conflict or prepositioning assets to enhance
preventive activity. It would alsenhancethe ability of social scientists to quantitatively study the
underpinnings of how and why grievances transition fragitated individualsto populationscale
phe aA Ot dzyNBadod wSO023ayAlTAy3d (KA&a LRISyidAlftX GKS
g NYAYIE YR O2yTFEtAO0G F2NBOFaGAy3ad F2NJ Y2NB (Kl y
incorporate nearly every imaginable type of data from telepb@all records to traffic signals, tribal and

cultural linkages to satellite imageryet, current approaches have yielded poor outcomes: one recent

study showed that the top models of civil war onset miss 90% of the cases they supposedly eXplain.

the same time, emerging work in the economics disciplines is finding that new approadpesially

those based on latentinguistic indicators can offer significant predictive power of future physical

behavior.

The information environment around us recis not just factual information, but also a rich array of
cultural and contextual influences that offer a wibw into national consciousnes#\ growing body of
literature has shown that measuring thknguistic dimensionsof this reattime consciousnesgan
accurately forecast many broad social behaviors, ranging from box office sales to the stock market itself.
In fact, the United States intelligence community believes so strongly in the ability of sietate
indicators to forecast future physical test more successfully than current approachesatv has an

entire program devoted tosuchd h LISy  { 2 dzNJDO S Yet, fguR studiesing e Bxgidredthe

application of these methods to the foreda®y of noneconomic human societal behavior and have



primarily focused on largbore events such as militarized disputes, epidemics, and regime change.
of the reasons for this is the lack of higksolution crossationallongitudinaldata on societal conflict

equivalent to the daily indicators availabledoonomics research

This dissertatiotherefore presents anovel framework for evaluating these new classes of latsaged
forecasting measures on highsolution geographicallgnriched quantitative databases of human
behavior. To demonstrate this freework, an archive o#.7 million news articlesotaling 1.3 billion
words, consisting of the entirety of international news coverage from Agence France Presse, the
Associated Press, and Xinhua over the last 30 years, is usmth$truct a database of merthan 29
million global events in over 300 categoriesing the TABARI coding system and CAMEO event
taxonomy, resulting the largest event database created in the academic literature. The framework is
then appliedto examinethe hypothesisof latent forecasting as a classification problem, demonstrating
the ability of a simple exampleased classifier to not only retuipotentially actionable forecastérom

latent discourse indicatorsbut to quantitatively model thdopical traces of themetanarratives that
underlie them. The results of this dissertation demonstrate that this new framework provides a
powerful new evaluative environmeifior exploringthe emerging class of latent indicators and modeling
approaches and that even rudimentagassificationbased models may have significant forecasting

potential.
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CHAPTER A TEMPLATE FOR FORECASTING SOCIETAL BEHAVIOR

Over the past decade there has been a growing literature incorporéttegt linguistiebased indicators

into statistical models that attempt to forecast the risk of future societal unrest. A common theme to
emerge from this literature is the lack of widelyailable crossational highresolution catalogs of
human behaviorthat would allow such work to move beyond studying higbrtality episodes like
interstate war, epidemics, and natural disastéosvards their smalbore precursors like individual
protests and peace appeals Training and testinguch forecasting modelsrequires quantitative
RFEGlolrasSa 2F o0SKI@GA2N) GKIG O2RAFE | KdzYlyAadao
location, date, and groups involved. This allows the construction of time ss@gences that codify

the conflict and coopergon behavior of a nation over time which can be aligned with latent indicators

of interest to explore possible predictive relationships, such as-tagged correlations.

1.1A TEMPLATE AND WORKFLOW FOR CREATING-SCAIETBEHAVIORAL DATA

This dissertationpresents one possible approach to constructing such shoa## societyscale
behavioral data on an adoc basis through @omputationaltemplate and workflow for evaluating
political forecasting models based on latent linguistic indicatdr covers the data acquisition process,

the application of specialized software to convert that data into a quantitative database of discrete
activities, and the utilization of that database to construct a latent forecasting mddeé of the most
powerful aspects of this template and workflow is that it does not require extensive human or
computational resources and can be performed by a single individual using a standard desktop

computer. This enables its application to-lagc or resourceconstrainal analysis, such as use within



classroom settings for teaching or doctoral research, whereas previous efforts required large human

teams and institutional computing resources, placing them out of reach ofaulications

1.1.1 ACQUISITION OF NEWS MATERIAL

The mainstream news media has been one of the primary sources for thematissal study of human
political behavior due to its widespread availability, longitudinal and emasi®nal coverage, and
emphasis on the conflict and cooperation actions that enié many types of societalcale behavior.

The first stage of the template presented in this dissertation is therefore a workflow for downloading
mainstream news coverage in machireadable electronic format from the LexisNexis Academic
Universe servie. This news aggregator archives more than 5,000 international, national, regional, and
local mainstream news sources covering nearly forty yeatase studies are presented of the three
largestinternational news agencies: Agence France Presse, Associated Press, and Xinhua. For each of
these three newswires,i KA & R A awokiodi is iise® tf @v@aluatehe source determine the
necessary Boolean query to filter irrelevant articles, and assess its gbigeapl temporal coverage.

At the end of this stage of the workflow, the necessary news material has been assembled, filtered to

exclude the majority of irrelevant content, and prepared for processing.

1.1.2 CONSTRUCTION OF THE EVENT DATABASE

Once the necessamainstream news articles have been downloaded from LexisNexis, the next section

of the workflow demonstrates the conversion of that content into a quantitative database of-boral

political events using the open source TABARI software package. B#eRIpkogramis a fully
automated event coding system that operates in unattended batch mode, accepting as input a set of
files containing news articles and outputting a set of-RISf A YAGSR FAfSa tAadAy3

identified within that coveage. Due to computing limitations, TABARI was historically applied only to



the first sentence of each news article, but recent literature has recommended operating it in its
extended mode to process the full text of each article to capture secondary £wehich is done here.

LY FTRRAGAZYZ ¢! .!lwLQa loAfAdGe G2 O2yaidNuzOd 3IS2NB
about the specific city the activity took place in, rather than only recording the country, is
demonstrated. This ensures that tlsystem properly records the intensity of unrest in higinflict

areas, such as the ongoing Syrian civil war, and provides a spatial dimension to the event database that

could be used in future research.

TABARplaces each event intthe CAMEO eventakonomy, which defines more than 300 types of

events in 20 major categoriest KS&S S@Syida Oly |faz2z 0SS NBRdAzZOSR 1z
I t1aasSa¢e¢ Ay oKAOK S@Syida TFlrtt dzyRSNI GKS KSFRAYy3:
Conflict, or ¥rbal Cooperation. Since many of the more specific CAMEO event types, such as those
dealing with the use of weapons of mass destruction, usually capture relatively few instances, the

coarser Quad Class headings allow easier access to the @@mples @& provided analyzing the

dataset at both the fultesolution and Quad Class levels.

TABARI and its CAMEO taxonomy are the most wigsgg tools for constructing event databases in the
guantitative political science literature. They are also usedhénUnited States Department of Defense
ICEWS system, which catalogs global political behavior each day for the US amititarfkBARI was the

only systemto pass the rigorous accuracy benchmarks assessed during the construction of ICEWS.
¢! . ! fully @omated operation meand can be used to process millions of deg including the
entirety of multiplenewswires, enabling the comparison of how news outlets differ in their coverage of

major events, which is explored in Chapter 5.



1.1.3 APPLYING THE DATAEBATO CONSTRUCT A LATENT FORECASTING MODEL

Chapter 4 demonstrates using this workflow to download all international coverage from the Agence
France Presse, Associated Press, and Xinhua news wires through LexisNexis Academic Universe and
applying the TABARckage to identify 29 million events in the CAMEO taxonomy from this content.
Chapter 5 therutilizesthis database to construct a series of basic latent forecasting models that identify
word usage patternshat forecast the likelihood of various classef events occurring in the future.

Here, the event database is used to construct a time series sequence that counts the total number of

No

NRSR Ay GKS RFGIFolaS SIFOK RI& G2 ONBL G

SgSyida NBO
8 DS

2N a[ o

Historically, latent forecasting models have used one set of data for their input latent measures and a
different dataset for the list of events to be forecasted. This makes assessment of their accuracy
difficult in that it is difficult to determinevhether a poorlyperforming model is due to limitations of

that particular modeling approach or whether it is due to a mismatch between the types of events
discussed in the news material used for latent input and the source material used to constrevtettte
database. TABARI allows an event database to be constructed from the same news content used for the

latent input, eliminating this possible source of error.

1.2LATENT FORECASTING AS A CLASSIFICATION PROBLEM

Chapter 5 leverages this template aid workflow to explore the hypothesis of forecasting as a
classification problem, providing an example of using the template to evaluate a latent forecasting
model. Here, all news coverage published in a givenrmdagtioninga country is concatenated to

z A

consNHzOG | aR20dzyYSyidé |yR (K OFrGS3I2NRAOLE tFo6St |
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day. This is then examined using a standard Naive Bayksitclassification software package to
evaluate the accuracy that different subsets of the article text prouwdéiecasting future behavior.

The resulting Naive Bayesian models that offer measurable forecasting accuracy are then dissembled
and their conditional probability term tables examined to demonstrate the use of such models to
capture topical traces of the underlying metanarratives of each country. Here, forecasting is used as a
tool to codify linguistic indicators that appear more frequerttigfore certain types of events and less
frequently when those events do not subsequently occur, rather than focusing purely on creating
operational forecasts. Five countries are examined, representing each region of the world, and are

explored through tle respective coverage of three major newswires.

In conclusion, this dissertation demonstrates an ¢oebnd template and associated workflow for
acquiring large volumes of electronic mainstream news media, computationally assembling a
guantitative event atabase from that content, and applying that database to test a proposed latent

forecasting modeling approach.



CHAPTER THE SCIENCE OF CONFLICT FORECASTING

The ability to successfully forecast impending societal unrest, from riots and protests to assassinations

and coups, wouldignificantly increasthe ability of nations to proactively address instability around the

world, intervening before unrest accelees to conflict or prepositioning assets to enhance preventive

activity. It would alscenhancethe ability of social scientists to quantitatively study the underpinnings of

how and why grievances transition from individual latent agitation to populasiae physical unrest.
wSO023ayATAy3 (KAa LRIGSYyGArtY GKS ' { 32@8SNYYSyid Kl
conflict forecasting for more than 40 years and current unclassified approaches incorpcafeificant

diversity ofdata sourcedrom telephone call records to traffic signals, tribal and cultdirskages to

satellite imagen 6 { OA Sy OS 2F. / AGAf 2+ NES HAMHO

Much of this new research is being driven by a ffieund acceptance within the academic community

of scholarly research on coitfl that may be governmeriunded or have operational utility. The US

I N¥&Qa TFTANRG Yl 22N F2NIXé& Ayd2 GKS I OFRSYAO LI NIy
t N22SO0 /FYSt2G0 I YSt20 gFa Fy |idREAY IGX & gza SN
O2yFEftAO0G YR Ayad2NASyOeés>s | RRNBaaAyd (GKS aOSNER Ay
internal cultural, economic, and political conditions that generate conflict betweatiomal groups

(Lowe, 1966)Its primarily goal wa (G2 ONAyYy3d (G23SHGKSN) aaz20A2f23A4ai
LJAeOK2f23Aaiasx 3IS23INILKSNAIZ YR 20KSNJ a20A1f &0OA¢
how far it is possible at the present time to push the state of the behavior sciemdgexhnology

toward increasing our capability to anticipate sociadkdown and to suggest remedies 6 [ 26 S mddc ¢

Yet, the ensuing backlash led to the project being canceled less than a year later, among commentary

0KIFG adzOK NI &S| NdD &f the host elémentayNtle® & préesgonal efhics which must



I320SNY NBtlFGA2ya 0SGeSSy aOASyGAadatd lhegnRastd¥ | & SyR
years later a vast array of dat® NA @Sy a20ALt aOASyOS cifdpita? Ids & Sy RS
human behavior, enabling [researchers] to predict political crises, revolutions and other forms of social

and economic instability, just as physicists and chemists can predict natuabpleng o al NJ 2 FFZX

2011)

Yet, current approachelave yieldedrelatively poor outcomes: one recent study showed that the top

models of civil war onset miss 90% oéttases they supposedly expléifiard et al, 2010) At the same

time, emerging work in the economics disciplimegygeststhat new approabes, such as the use of
mediaderivedlatent indicators may offer greaterpredictive power of future physical behavior. Further
complicating matters, there ardifferingO2 y OSLIJiA2ya 2F ¢KI G Al YSIya G2
range from predictingi KS aLISOAFTFAO RIF& |yR f20FdA2y 2F |y AYRA
estimates that assess the broad likelihoofla particular class of evedth Q. NA S Yef noHmatiern 0

the mechanism or conceptual approach, the abildysuccessfuly forecast future societal unrest with a

long enowh time horizon to take action wouldreatly Sy KI y OS { sty 16 Imilidat ¢rQ &
moderate conflict and offer social scientists and humanists a wealth of new experimental data on the

underpinnings bsocietal strife.

2.1 AHISTORY OF APPROACHES TO CONFLICT FORECASTING

Societies have long attempted to forecagheve future unrest may occur in order to maintain stability.
Sholars havesimilarly sought to identify theprocesses through whictinrest solidifies into conflict to
better their understanding of how societies function. Historically, approaches to conflict forecasting

havetaken three distinctforms: individual experts synthesizing available information and rendering a



judgment, cdeections of such experts pooled together into a consensus view, anddiatan computer
models that use patterns of past physical behavior to predict future physical behavior. This section
introduces these approaches to conflict forecasting, describimgirt applications and limitations. It also
demonstrates some of thesignificant difficulties encountered when attempting to make judgments of

future behavior.

2.1.1 THE SOLITABRKPERHUMANASSESSMENT

2.1.1.1 Origins/Basis

The oldest and most widelytilized mechanism for assessing stability and forecasting future unrest is

GKS dza8S 2F KdzYly GSELISNI&E 6K2 &8 yhirdighdhe le® off G A f |
their own experiences anbeliefsto developintuitive judgments on how likely a given outcome of

interest may be. The benefits of using experts is obvious: they agkatively cheap compared with
alternatives, and intuitively, an individual with significant experience studying an area of interest over
many yearsmight seem more likely than a mathematical equation to be able to predict where unrest is

likely to break out nexfLowe, 1966)

2.1.1.2 Application

The majority of formalintelligence assessment of state fragility and likelihood of conflidbaised
primarily onsubject matter experts and intelligence analysts synthesizing available inform{@tioott,
2012) In additon, 2 &G | yydzZl f &adladS FNFIAEtAGEE AYRSESA Ay

either directly as one of their input variables, indirectly, by incorporating variables from datasets that



INB oFl&8SR 2y SELISNI |aasSaavySyiao 9ELF YL S& AyOf dz
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2.1.1.3 Limitations

It takes only a quick glance atany of the public fragility indexes from 2010 to note that many of the
countries that have collapsed in the last several years were given only a low probability of serious
unrest. At the same time, many of the coussilistedat greatest risk of collapsan 2010 have
experienced no change in leadership or substantial increase in civil unrest. Thgseine of the major
limitations of expert assessments: they tend to be wrong more often than theyrigig. Indeed if

expert assessments were able to forecast unrest at operatiomaaltgptable accuracy levels, there
would likely be little interest in the vast array of new forecasting approaches being funded by the US

government today.

The reasons for flawed forecasts are myriad, but given the significant foreign policy sta&emt in

conflict forecastingand the personalities of the policy leaders for whom such forecasts are designed,
political considerations can have an outsizefiuence on driving outcomesSherman Kent, one of the

founders of Western intelligencenoted in 1949that the ultimate consumer of such forecasts,

L2t AQO8YIF1SNEZ O2y&aARSNBR (KSvyasStogSa (2 068 aSELISNI
(such @ forecasts yf & a2 GKS RSAINBS (KIG AGEB] SNYRE yHESE OF
understandingg o6 YSY (X wmdnd | &) DdeddSkent believed th& 2hé in®lligencen o
community must be kept separate from policymaking to preveny | f @ 3G & FTNRY dagAiAydair
WLt AO0Q 2F GKS 2LISNIGAY3I dzyAlGzZé FOGAGSE e dif GSNAY

their employing policymaker&ent, 1949 as cited in Olcott, 2009Thus, early efforts at integrating
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or are@d 0[26S> mdpccO

2.1.2 POOLING EXPERTS FOR CONSENSSUSPREDICTION MARKETS

2.1.2.1 Origins/Basis

Another limitation of experbased forecasts is their variance. céllection of experts may each offer
significantly different estimates based on their varied backgnds, assumptions, and knowledge

(Weigle, 2007) One common mechanism for working around the limitations of individual experts is to

pool their judgmentstogether to aggregate the collective wisdom of hundreds or even thousands of

experts from an array of backgrounds, disciplines, and motives. Fofle}aS> L! wt ! Q& | 33|
Contingent Estimation (ACE) programed 2 4G RNJ YIF GAOFff& SyKIFIyOS {(KS
timeliness of forecasts for a broad range of event types, through the development of advanced

techniques that elicit, weight, and conme the judgmens of many intelligence analysts 6 L! wt ! £ H A M7

2.1.2.2 Application

The Political Instability Task Force (PITF) was an attempt begun in 1994 by the US Government to revive

the ideals of Project Camelot and bring together a collection oldhding scholars across the nation to
alaasaa yR SELX LAYy GKS @dzZ ySNIoAtAGeE 2F adlasSa |
YR aRS@St2L) adl GA&aGAO0FT Y2RSta GKFG OFy | OOdzNY (S

and can identify key risk factorsf interest to US policymakers 0 at 2f AGA Ol f. Ratffied G 6 A £ A
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than relying on the predictions of a single expert, PITF was developbdni together into a single
working groupthe views ofnoted researchers eross the countryrom a range of academic disciplints

generate a more comprehensive and cohesive view of conflict.

A more formalized implicit instantiation of such expert aggregationdssttlOl f f SR a LINBRA Ol A 2y
gKAOK Aa aSadaBw indriteft] tréatedofbr @he putdSs® of aggregatingoimifation and

making predictions 0 2 A f f A Ind &aditionahempenh aggregation model, experts formalize their

forecasts into explicit statements, which adéscussed and comparedin the prediction market, the

2dz0 02YS G2 0S F2NBOFadSR Aa GNBFGSR Fa | GNYREOE
beliefs in the probabilities of various versions of that outcome. Under this model, experts use their

beliefs to trade in this marketpce in an implicit process.

In May 2001 the Defense Advanced Research Projects Agency (DARPA) announced a new initiative to
leverage prediction markets for forecasting civil conflict. The Electronic MBdsdd Decision Support

(DARPA SBOI2)wasda A Iy SR (2 | 33aNBIFGS SELISNI 3asSaavySyis
events that motivate the Quadrennial Defense Review, prediction of the timing and impact on national
security of emerging technologies, analysis of the outcomes of advanced teghnarograms, or other

future events of interest to the DGRIDARPA, 2001)This evolved into the FutureMAP (Futures Markets

LI ASR G2 tNBRAOGAZ2Y 0 LINRINI Y -bBsBhnmeehdrisRs thibRared A RSy |
most suitable to aggregate BINXY | (A 2y Ay (KS RSTSyasS O2yGSEG X F
YEYyF3S GKS YIEN]SGasz Iy Rs oKmarketsSdr dedeiibtasks KS5 | Swit F1 S3O (i HA idrSe
[ A1S Ala LINBRSOSaaz2NE GKAA LINPINFY | AY@EHRtyinz L2 2f

regions of the world, prediction of the timing and impact on national security of emerging technologies,
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analysis of the outcomes of advanced technology programs, or otherefiguents of interest to the

Dol¥ oO05! wt.! 3 HANHD

A key focus ofhe market system was the combination of broad assessments from experts familiar with

a given outcome of interest, but also the ability of such prediction markets to provide early warning of

dzy SELISOGSR 2dzi02YSa o6l 4aSR 2y dildkd eNIbyBnkg a B OG A 2y
participant€ 0 5! wt.!Thigefleatsthe importance of a fevknowledgeableactors over the broad
assessments of traditional expemgo may or may not have specific knowledge regarding the outcome

of interest The programwas intended to operate two exchanges, one restricted to 2,000 US
Government employees designed to test pooling of Government intelligence and one with 6,000 traders

GKFG ¢2dd R AyOfdzRS &l OF RSYAF S GKS YSRALF@on LI2f AO8

governmental organizations and the generabpicc 62 SA 3t SX HANTO

2.1.2.3 Limitations

Due to public outrage over the notion of the US Government facilitating private individuals profiting on
tragedies such as assassinations and wars, the program wamsaigly canceled before it began, so no
results were obtained on the accuracy of such approadbesonflict forecasting Rublic perception of

such approaches maket unlikely that such programs will be permitted in the foreseeable futuhe.
addition, an increasing number of higbrofile inaccurate predictionshave resulted in expanded
discussion of thdimitations of the prediction market approactLeonhardt, 2012) Since markets
require traders to take action to participate (such as placing purcheasers), the pool of users is small,
decreasing the likelihood that any one of them is a knowledgeable insider on the issue to be forecasted.

This was most apparent in the 2012 United States Supreme Court battle over the Obama

12



FRYAYA&lNT A Redl Lare far Petidal (8K 362), when one of the major prediction
markets offered a 75% probability that the lavould be ruled unconstitutionglLeonhardt, 2012) Yet,

despite the inaccuracyf the prediction market there did appear to be publicalbccessible early

g NYyAYy3 aA3IdyayY daNHzY2NBR o6S3ly G2 OANDdzZ I G4S Ay 21 aKk
G2 1y26 GKS 2dzid02YS &aSSYSR KIFILIL®RX FyR | O2dza) S 27F

court met three days before the announcem& o6 [ S2y Kl NRGEZ HAMHOD

Thus, while prediction markets attempt to work around the limitations of individual experts by
aggregatinga much larger collective knowledgebase, they still require explicit action to participate and
thus represent a small pool afsers. On the other hand, even in the case of a Supreme Court ruling
where only aew elites knew the outcome beforehand, early warning indicators manifested themselves
in openforums such as media coverage. This sugdkatgpassively pooling assessnienia the media
over a vastly larger population, rather than actively polling a small number edelelfted users;ould
potentially yield better accuracy(Leonhardt, 2012) This is a concept that will be returned ito the

following chapter.

2.1.3 USING DAA TCEXTRAP@ITE PHYSICAL ACTION FROM PAST PHYSICAL ACTION

2.1.3.1 Origins/Basis

While expert assessments and prediction markets both incorporate available situational knowledge,
they do so only through the interpretive lens of participating experts. Infomnatiat conflicts with the
SELISNI Q& | &4 dzY Le§ mayybe discdinledirid LRl & 8ndited subset of available

information may be incorp@ted into the final assessmelient, 194%s cited in Olcott, 2009 Data-

13



driven modelgherefore seek to utilize quantitative statistical methods and lasgpale data analysis to
derive computational equations that are dependemtly on the underlying patterns in the data. Human
interpretation still plays a role in that humans select the statistieahniques and input data used to
derive the models, but the forecastbemselvesare basedsolelyon extractedquantitative patterns

from the input data, rather than th@morphousintuition of an expert or pool of experts ¢ { OA Sy O S
I A DAt 2 | Ndretastseam nhusObe deconstructed to explore thentire reasoning path and
provenance something that is difficult with human judgmenThe underlying concepif these models

is therefore to observe th@ast andpresent states of the physical world,dentify patterns in physical

behavior, and use those patterns to forecast future physical activity.

2.1.3.2 Application

Physicallybased models cayield successful results when appliedni@cro-sociatlevel phenomena like
populationscale migration in the aftenath of a natural disaster. A recent study of the 2010 Haitian
earthquake (Lu et al, 2012) using individlealel cellular records found that when a oeal disaster
occurred residents in the affected area dispeddgack to the locations they were in dog the previous
Christmas holiday. By snapshotting the location of all cellphones at Christmas, immediately before the
earthquake, and immediately afterwards, the authors found that the places people é&ht@lduring

the holidayswere the same placeshey returned to in a disster. This capturethat Christmas is an
inherently familyoriented time of the year when families come together, with children returning to

0KSANI HalnelB FBDRA &G yd NBEFdGA@Sa £t O2yaNBILFGAyYy3

Siwch nationakscale migration patterns could also hdentified through government records and

previous address listslinking children to their parentand relatives to one another However,

14
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government records ordinarily capture only familial ties, friendships. During the Christmas season,
people €nd tovisit the homes of closaiénds and coworkerswith cellular datacapturingthese non-
familial links that are traditinally inaccessible to analysis. the caseof this largescale natural
disager, where family homesvere often within the disaster area, the cellular data allowed researchers
to map these secondary refuges. In this waigh-resolution observationalocative data like cellular
recordsmay permit the mapping of friendship ties ways that can offehouseholdlevel forecasts of

migration after a major disaster.

In the realm of conflict forecasting, one of the primary measureconflict used tgpopulate modeling
approachesisthes@F f ft SR a¢S@Syd RIFGlF0olF &aSoé { dzOK RI Gl 0l &aSa
riots, protests, assassinations, violent attacks, and other incidents of physical unrest in a given country,

used tolook for temporal pattens in the timing and intensity of the records. Databases like the
European Media Monitor (EMMpAtkinson & Van der Goot, 2000)y R 5! wt | Qa Ly GS3aNF (SR
2 NYyAYy3 {adGdSY 6L/ 92{ 00X o0hQ. NA Sy Z compilenlage ar¢hi8es ONX 0 S R
of incidents ofphysical unrest in countries of interest in realtinpeoducingregular reports summarizing

major emergingspatialtemporal patterns. Thecontentsof these event databases may be compared

against a portfolio of institutionalr@racteristics sch as GDP and infant mortalidya t 2 f AGA Ol f Ly &
online), or ethnic fragmentation andlemocracy leve{Hegre & Sambanis, 200&) explored solely in

the temporal dimension, leverang autocorrelation signaturgShrodt, 200Q)

2.1.3.3 Limitations

When transitioningfrom predicting disasterelated population movement to predicting human conflict,

current approaches have yielded lower accutagyen when focusing on whoe@®untry violence. For
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example, arecent survey of the literature n the mostcited models of civil conflict foundhat those

modelsfail to forecast 96100% of wholecountry conflict, with one modelarectly forecasting O of 107

wars it claimed to explaifWard et al, 2010) Bren the most advancednodels usingsophisticated

statistical techniques such as Hidden Markov Models exhibit false positive rates exceeding 70% and false
negative rates of greater than 10% (Shrodt, 2000)is ispotentially due to the fact that human

behavior is highly irregular, which roplicates usingpnly past behaior to forecast future behavior A

recent study applying random fractal theory analysis found thavide array ofsocial phenomena

SEKA 0 Adfatiortary, 202 FF AYOGSNXYAGGSYyld 2N [ S@eé fardedsihg LINR OS:
extremely difficult(Gao et al, 2012) This suggests that purely behavioral forecasting may need to be
supplemented by the integration of secondary latent dimensions that attempt to proxy sosiztbd

beliefs about the environment, which will be@ared in the next chapter.

Despite the US government spending more than $125 million over thefdastyears on physicaly

based forecasting models, including $38 million on ICEWS, current phylsasgly forecasting efforts

have exhibited a relativeh.J2 2 NJ G NI O1 NBO2 NR® l'a | NBOSyid 2 ANBI
KdzYl'y STF¥F2NlLas odzi y20 o0& YdzOKEé |yR Gl f fers2 ¥ 2 dzNJ
(Shachtman, 2011)Forecasting experiments in the ICEWS project correctly predictéa jgsarter of

catastrophic wholecountry violencgO'Brien, 201Q) Most notably, current efforts tend to surfaanly

simmering conflicts with long slow progressions towards unrest (which human experts tend to do well at
picking up and which leave ampleom for military and diplomatic planning), but not the rapid highly

TtdAR 6adRRSyé Ok yreatest folicy impicatiofiShddt, ZoO® | §S
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CHAPTER MOVING FORWARBSSESSINGND FORECASTING

POPULATIONSCALE BEHAVIORROUGH LATEMEDIA

INDICATORS

Of the numerous approaches to forecasting human conflict, perhaps one of the most promising is the
emerging measurement of latent indicatofeom written media expression to assess the potential

trajectory of futurephysical behavior9  OK Rl & & LIS2LX S FNRY . Fy3aflFRSaK |
FY2G3KSNJ YR GKSANI ySAIKO2NE ¢KFd GKSe& aSSsz gKIG
dzy LI NI £ £ St SR GAaAO0OAtAGE Ayl2 gKIFG 3208 Throagh OA S &
SyloftAy3a GKS aKINAYy3I 2F GKSANI ayzad AydAYlrasS GK2d:
0KS YSRALF A& al ff ydiced,fadrétheElbck dcBebkbio syctdBeaction yarSund

0KS 3Ift20S¢ dISSiHaNGe 00 h ¢S aO2yadlyd el Yy 27
LI FGF2N¥a LINROARSA NARAOK O2y(iSEldzZ t o6F Ol 3INRBdzyR AY T
O[ SSGINYz 9 htO20GGX HAMHOD Ly S &asEdgodd seasorhetwolk,Sy a | N
providing a continuous real A YS LA OGdzNBE 2F IfY2ald SOSNE O2NYySNI 2

and the speed and scope of this sensor network are increasing by the day (Toffler, 1984).

Themainstreamnews media has long baea data source for the study of conflict, using both discrete

SPSyiG NBO2NR& IyR f1F3Syd AYyRAOFG2NEO® tKS fS@St 2
proxy of 1d GAYERNBERPOSSRE Snink8 aaldl oAf AveRcountyNg G Ay al
YSI adzZNBR GKNRdzZZK GKS ONBLl (A2y eonflickidentdsuch &diots2 T RA &

protests, and attacks, ancboperativeactions such as promises of aid or peace appeals are aggregated
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and scored to generate a timeé of the intensity of conflict and cooperation within a nation (Gerner &

Schrodt, 1996).

3.1ATTENTION ECONOMIES: PRODUCTION VERSUS CONSUMPTION

In actuality, the true question afoncern in assessing population behav®not what populations are

saying, but rather what populations are concerrawbut and paying attention t¢Olcott, 2010) Human

beings are highly limited in the volume of information they can physically process, creating significant
competition for limited mental resourcs in aninformationrich environment. ¢ KS & GdzRe 2 F al
SO2y2YASa¢ SELX 2NBa (KS gleéa Ay 6KAOK KdzYkya ol f |
decisionmaking process through which any given item of information isigpht forward to conscious or
subconscious awareness (Simon, 1971; Davenport & Beck, 2001; Toffler, EB8#)the standpoint of

the news media, a given person can consume just a fraction of the vast array of novel stories published

each day. It is thefere far more informative to monitor justhe stories a population is reading and

attending to, rather than examining every article published in a given day.

l'a [SSUIFINHMz 9 htO2G40 ownmuH0 yYy20STI YSRAI Ingthd e aAa ¢
Cold War as a surrogate for leadership analysis, created to usecstatelled newspapers and other

state media as the only available means to study the perceptions and intentions of leaders and elites in

areas about which we had no other sour&§ A Y FT2NX I GA 2y ®¢ ¢KS& | NBdzS 7T
method worked was, in retrospect, an accident of technoto@ywas far cheaper to receive information

(buy a newspaper, purchase a radio receiver) than it was to create and send it (publish apewsp

26y | NIYRA2 &dd0ddzRA2 2NJ ¢+ adlidAz2yo0é FyR GKSNBT2N
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O2y UNRffSRE (KSé& aidAff NBLNBaSydiSR UKS AyuSNBadGa:z

Ol LI dzNBR 6KIFG alKS S&SSSaK St NH SIRy Rl KIBK Yy aéa S&[ 3120 I NX

Ly O2yiN}aid aiKS Y2ad AYLRNIFYyd AYyRAOIFG2NI F2NJ dzy
interested in and what they pay their attentiontahis permits us to understand their hopes, their

fears,0 KSANJ | &LIA NI (A 2y &3 (LdetfriR & QldiIAIR) BléctiodzSmedia olfel Sl & £
mechanisms for measuring KA & & (G Sy (iTofRey, 19840 PIgoft, Y2812 Ird the past
researcherscould measure message uptake only at the levethef medium itself, such as how many

copies of a newspaper were purchased, but could make no assumptions about whether any given article
within that paper was read. In the era of wbhsed news distribution, each individual story has its own

distinct identfier and is accessed individualgljowing the measurement cdctual readeship to the

level of the story Thisresolution of analysis is increasingly being used to rank reporters by the
popularity of their articlegPeters, 2010and by academic reseghers to better understand the stories

that mostresonatewith the public (Tierney, 2010).

Unfortunately, while the digital era offers the unigue ability to ascertain mesdagel consumption,
such dah is closely held by publishers. ebéage productions therefore still the onlywidely available
measure available for external analysis and will be the focus of this dissertation. However, it is useful
from a methodological standpoint to note that it is attention thiiitely provides themost accurate
indght into societal behavior, and that the production measures that are available for analysis are

merely aproxy forthis consumptive behavior.
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3.2FORECASTING FUTURE PHYSICAL BEHAVIOR FROM PRESENT LATENT EXPRESSIC

The availability of new technology andtdsets, discussed in more detail later in this chapter, are
enabling the deeper exploration of théatent dimensions of narrative discourse, treating the
information environment not as a collection of facts, but as a collection of views onto those facts. This is
the basis of formalized Open Source Intelligence (OSINT), founded more than 70 yearsusgdhe

tone and thematic content of global news media to offer insights into world evamtkjding the risk of
conflict (Roop, 1969; Mercado, 2001 Physical manifestations of unrest, while often described as
GadzRRSYy¢ | NB Ay 7 lp©Odess bfke@otididd distzintént thaf evéntuatly@syed a
threshold to physical actignas in labor strike¢Thompson & Borglum, 197.3)In fact, a significant

f AGSNI GdzZNB &a0dzRAS&a GKS O2yOSLId 2F GKSasS ringi A LILIA Y 3
dissatisfactionto physical collective actioiSchelling, 1978; Melucci, 1996; Marwell@iver, 1993;
Oliver, 1993)Yin, 1996).For example, while mass crowds of protesters appeared suddenly during the
Januay 2011 Egyptian revolutiorfrustration with the government had simmered for a long time,
gradually growing until it reached a crossover point when the population took to the streets in a physical

manifestation(Stolberg, 2011)

3.2.1 THE IMPORTANCE OF PERCEPTION

Perception of the environment andf gelf can play a far more powerful role than the actual factual
status of that environment. Views of self and group membership can substamyiahfluence how
situational information is processe¢Ellemers, 2012)while the degree to which an issue magésh
internal narratives can define the flexibility towards negotiatmingoals relating to that issu@tran &

Ginges, 2012)Even subtle shifts in how an issue is framed sametimesmitigate conflict around that
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issue. Such igroup/out-group languagdeaves measurable residues on the media narrative around
those issues that can be measured through automated approaches. For example, Althaus & Leetaru
(2011) found that global mainstream media coverage of the 2003 US invasion of Iraq, as captured by the
CIA Foreign Broadcast Information Service (FBIS), exhibited strong elewetriraces of irgroup/out-

group linguistic indicators that mirrored their relationships to the conflict.

3.2.2 DISCOURSES A FORECASTING METRIC

Emotion has gained traction as a methéar operationalizing the forecasting of human behavior

because it requires only the identification of surface patterns in observational data, not the creation of
theories to explain those patternsDespite theavaibbility of new data, no theorie®f conflict have

managed to hold across all circumstances. For example, each individual in the crowd of protesters in
9328 LJIQa ¢FKNANJ {ljdztr NB Ay Wkydzr NBE wHanmMmI GKAES dzyAl
different set of specific triggers that caused him or her to transition from latent unrest to joining the

physical protest movemen(fahim et al, 2011) It would simply be impossible at present to attempt to

capture that level of complexity (and that levafldata is simply not available), and thus the idea behind

latent forecasting is that surfadevel indicators synthesize this complexity into a singleneric

indicator, allowing one to focus on empirical patterns rather than theoretitsgcriptions of hose

patterns (Bollen et al, 2011).

Instead of directly observing the 88 different variables that have been usedysiqgattlybased conflict
models(Hegre & Sambanis, 2006), latent media indicatmes designed to proxjiow populations are
synthesizinginterpreting, andreactingto the effect of all available knowledge. In addition, knowledge

dissemination occurring through neslectronic channels, such daceto-face communication, is
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reflected in the latent views expssed through this environment In essence, each individual is

acquiring, filtering, synthesizing, and disseminating information throagmyriad of channels and

modalities both online and offline, but the end result of all of those inputs on the indiidaal SY2 G A 2 y I §
state and potentiafuture actonsmay be proxied at least in part through these latent indicai@&sllen

et al, 2011,Golder & Macy, 2011;eonhardt, 2012Gruhl et al, 2004; Olcott, 201Bean, 201l This is

one of the forces driving the exploration of latent measuras, it suggestghere is notthe need to

model populations at the individual level or to begin with theoretical understandings of conflict
motivation that may not hold across cultures or time periodsnally, these indicators are available in a

realtime stream, rather than the annual updates of most indicators, meaning they can adjust instantly to

exogenous shocks, such as natural disasters.

3.2.3 MEASURINGMOTIONS ANBELIEFS

Emotioral responses and belietsan be measured through a range of mechanismaudticf inperson

field surveys, suchas Gallag L2 f f 2 F ¢ 2(CliftoR, 201R) Kghly spetialized Brainisgans

(Ellemers, 2012)or through automated assessment of open media déRmop, 1969; Olcott, 2012;

Bean, 2011) Field surveys offerie most flexible collection method in that interviewers may ask any

guestion of interest and can adjust the survey questions based on the responses. However, since they
require physically visiting or calling each respondent, field surveys are extrenpeEpsixe and slow,

and as later sections will detail, may yield a postured worldview designed to appear respectful of
authority, rather than a genuine worldview. Brain scaosentially2 F ¥ SNJ 0 KS (G NHzS &G @A S4a
actual thoughts and beliefgNishimoto et al, 2011; Kay et al, 200&llemers, 2012)but require

extremely specialized equipment and medical facilities and respondents must travel to the brain scanner

and undergo a preparation regime in some cases.
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Computerized methods havéherefore bemme the dominant mechanism due to their greater
scalability. Automated measures of latent indicators assess emotional or thematic dimensions of text by
measuring the density of predefined lists of words known as lexicons. Tharwide array of such

dictionaries: Leetaru (2011) explored more than 1,500 dimensions from seven different collections
AyOf dzZRAy3I (GKS wSaINBaaAgdS LYFIASNE 5A0GA2YIFNE o6al N
(Provalis Research, 2005) and the 1®bbet Thesauru®rovais Research, 2003), both the H4 and

Lasswell General Inquirer dictionaries (Stagteal.,, 1966), the Body Type Dictionary (Wilson, 2006), and

the Forest Value Dictionary (Bengston and Xu, 199%ch lexicons are typically applied to mainstream

and sociamedia, which capture a snapshot of the i@ahe public information environment (Stierholz,

2008). News contains far more than just factual details: an array of cultural and contextual influences
AYLI OG K2g S@Syida I NB 7T NieingRwinddvidto Inafional dafistidisnesa | dzR A
ODSNDYSNJI YR al NBIFIy@As MpTrTO® I INRGAYy3I 062Re 27F
realctime consciousnesmay accurately forecast many broad social behaviors, ranging from box office

sales (Mishnand Glance, 2006) to the stock market (Bokeml, 2011). However, the predictive power

of emotional dimensions appears to be heavily context dependent: Bollen et al (2011) found that calm
versus anxious language had the greatest predictive powersioek market movements, while Leetaru

(2011) found that positive versus negative language offered the greatest insight into future country
stability and Chadefaux (2012) found it was condliglated language itself that had the greatest

predictive power
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3.2.4 EMOTION AND ASSESSING POPULASMIANE BEHAVIORS

Several studies funded by the United Nations in the last two years have explored the ability of latent
media indicators to offer enhanced insight into potential conflict early warning sigal2011study

(Crimson Hexagon, 201Lised English and Bahasa tweets to measure popukiiel concerns around
GF22RY FdzSt X FAYIyOS:I |yR K2dzaAy3d Ay GKS !'{ YR
Twitter matched the ground reality (such as tweein the price of rice matching food price inflation

statistics) and that Twitter acts as a useful remote proxy for the thematic concerns of a population.

Both broad concerns and specific immediate needs like food are represented in the Twitter stream.
However, italsofound that Twitter primarily reflected immediate needs and concerns and was a poor
AYRAOIFG2NI 2F aft2y3a GSNXY | &LIANI (A 2y a diostusdfuLd&OA FA O |
ay20 adAy3é FyR GKI G ¢ gohithé @iaptiondedithé imidiehtandinfasbed A 3
less suited to understanding2 ¢ LJS2 LJX S LIS Ny@iSHis@@clusich SvasTangélydaNdsdotal,

asthey did not derive strong statistical findingssupportit.

Another UNfunded study, also from 20 (SAS, 2011kxamined the nemploymentrelated discourse

of half a million blogs, forums, and news websites over two years in the US and Ireland. The authors
computed a range of thematic and emotional indicators (the authors allude to these indicators in
general terms but do not provide significant technical mfation on their measures) and ran cress
correlation tests to determine which ones aligned with lagged unemployment data. They found that
NAaSa Ay GKS AyidSyardae 2F aO02yFdzaSR¢E¢ Syz2iiz2y SR
intensity of themaic discussions of housing loss spiked two months aftereases irunemployment.
Transportation discourse was also seen to peak one month ahead of unemployment, indicating an

increased demand for public transportation. The authors show that both theraati emotional scores

24



provide forecastingcapacityof future unemploymenttrends. In the United States, both Hostile and
Depressed moods increaseur months before unemployment rates spike, Uncertainty increases with
unemployment, and Housing Loss incasestwo months after unemployment increases and Auto
Repossessiothree months after. They also foundneasurabledifferences between the United States

and Ireland in the indicators that offered the greatest predictive power: for example, Hostile and
Depressed language peaks in the United States prior to unemployment spikes, while Anxious and

Confused language peaks in Ireland and Confident language decreases.

The first study, relying solely on Twitter data, found latent media indicators to be univieusahore of

I G402 & ( ¢ fulukelfofecabting tool. The second, incorporating a wider portfolio of media
sources including mainstream media, fourmch stronger forecasting capacity, but also differences
across countries. This captures one of theagest limitations of current research in that there are only

a small number of studies available in the open literature and they leargelyfocused onrelatively

narrow topics in just a handful of geographic locations. However, one emerging themetteom
literature is that byexamining multiplemedia outlets, both local and internationatather than relying

on a single source, and using mass correlation of a wide range of indicators against a specific target
variable, as opposed to studying only thaseasures theoretically suggested, latent indicataray

offer measurablepredictive insight.

3.3 0BIG DATA

Perhaps the greatest trend driving the ability to remotely assess populations through the media is the

soOFff SR aoA3a RIGF NB@2fdz2iAz2yé GKIG A& LINPOARAY3
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and hardware platforms that are enablingnproved approacles to studying human society at
population scale. The past few decades have witnessigdificant changesn the quantity and
availability of information on human society. A recent study by IBM (Cha, 2012) pegged the total
volume of new dat created by humans each day at more than 2.5 quintillion bytes, widle than a
guarter-billion photographs are uploaded to Facebatsdily by over 845 million active users connected

by more than 100 billion friendship link&acebook, 2012)The volumeand velocity of this digital record

is enabling computational study of phenomena previously examined pifintar hand, allowing scholars

to record change at far more precise time scdEsenstein et al, 2010)

3.3.1 THE TRANSITION TO REALTIME

Simultaneousl, there is an increasing demand for data to be delivered in realti@®e of the driving

forces behind automated media assessment is that while grehased surveys mapffer greater

flexibility in the set of questions that may be asked, their cost agistical constraints mean data are

not available for weeks to months, rather than streaming in every few seconds with media analysis.
9SSy . f22Y6SNHQAa NIylAy3a 2F (GKS 62NI RQa NAOKSal
increasing demand farealtime updates, applying automated algorithmasits vast economic indicators
(Halzack, 2012) The United States Geological Survegently integrated Twitter monitoring into its
earthquake alert service tprovide a realtime indicator offt K dzY' I 'y A Y LI Od¢ | FGSNI A

earthquakerelated tweets are actuakports of ongoing earthquakddeier, 2012)
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3.3.2 AUTOMATED SOLUTIONS TO DROWNING IN DATA

The notion of incorporating more information arriving at a faster rate is almosthatical to the
humandriven analytical mindset of intelligence. More than half a century ago in 1949 the intelligence
O2YYdzyAile ol a FENBIReE O2LIAYy3 gAGK | aFft22R 2F A
LyalLlSOG2N) DSYSNI f QA2 BSRizyYRIYBKEKS wEYyR ST EAISYyO0S 02)
much information and that, failing to get important information, it was flooding the system with
secondary materid G KSNBF2NB GRSINI RAYy3I LINRPRAZOGAZ2YZ YI 1AY
more difficult in the mass of the trivial 6 Y SND St 9 ByH97©!RdicanEnunityivwas lémenting

GKFG @KNaG&RYyTSELX 2[iad] he/loveralh dfféctivenssS & [itelRyence], since there

is simply too mucho read, from too many sases 6 h £ O 2 Wal, hereindaysthe critical enabling

power of the automated software algorithms and computing systems that have evolved to handle the
information filtering and aggregation tasks that a hedhtury ago were manual processes.
Computational methods tend to perform more accurately, with greater statistical confidence in their
findings, on larger datasets, so the very trend thais a limiting factor with human analys$ias become

an enabler of the big data revolutiofAnderson, 2008)

3.4 MEDIA AS AOURAL PROXY: ASSESSING REMOTE POPULATIONS

An emerging literature is validating the link between textuakyived latent indicators and human
physiological states. For example a 2011 study in Science (Macy & ,Olti#rdemonstrated tlat the
ctone¢ of Twitter matcles the natural circadian rhythm, beginning in a positive mood and trending

towards negativity through the course of the day, with seasonal and weekday/weekend differences.
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Bollen (2011) found that the level of calm/anxiousdaage in Twitter matches current investor anxiety
accurately enough that itan reliably forecast future movements of the stock market three days out.
aSyldAizya 27F aOK2f S Nbased ieys raparta dfféré&iMa darjy Rarrding of thé 2010

Chdera outbreak in Haiti a full two weeks ahead of offigalvernment public health alert&Chunara,

2012) The discovery that web searches for-flated terms increase dramatically1D days earlier

GKIFy GKS / 5/ Qa 26y LyTfladed WNétwork [edty e\ cyestibn of GaBg@ FIR S NI { ¢
Trends. Sikes in flurelated web searchebave been found to beorrelated with rises primarily of

pediatric flu visits, with a far lower correlation for adult visits, suggesting demographic segmarigatio

present in such indicato®ugas, 2012)

3.4.1 REGIONAL VARIATION

Regional variation in language use offers insight into cultural influences and has long been a focal point

of linguists. In fact the oldest continuafiynded initiative of the US National Endowment for the
Humanities is the 60,008ntry Dictionary of American Regional English (DARE), a-duenpiled

dictionary of localized language ué§&/asley, 2012) Emerging work is demonstrating thatenthese

linguistic enclaves carelxomputationally determined in realtime from online sources. A 2010 study of

Twitter (Eisenstein et al, 2010) showed that geotagged tweets reflect regional differences that match

known linguistic slang and topical emphases of those regions. A 2012 (§tiedying Sheep, 2012)

F2dzy R GKFG 3S20GF33SR (6SSGa dzaAy3a (GKS 62NRa aOK«
2SN NOKAY I Odzt GdzNF £ y I NNI GAGPSaod I 1Se& FTAYRAYS3

7

church tweets are surrounded by codn6a A GK AAYAT I NI LI GGSNya | yRX0O2.

are surrounded by likéi 6 SSG Ay 3 O2dzy iASaxzé SY2yaidNyr GAy3 aLld (Al
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reelection campaigmmade extensive use ofhis class ofgeographicallycentered cultural reseah to

laasSaa @20 SNDNEo KRAEEO I NIRS TS WNHL

3.4.2 CULTURAL VARIATION

Cultural changes in time have reflected a variety of shifts in society from a recentering of culture on the
aStTF 6¢6SyaAST HAMWHED 202 !IY SINR d2Y odsieERddl D@D The shift LIS S O K
over the past century towards narratives based around the self is especially poignant in that it suggest

that the written wordmay beincreasingly reflective of individual self and thus rich in the emotions and

beliefs of geatest use in latent forecastingthis pattern appears to hold true even for books, suggesting

GKFG GONIXRAGAZ2YIFEE F2N¥a 2F O02YYdzyAOFGA2Y Yl & 06S
previously thought, and social media may not be the osdurce fo information on the individual

(Twenge, 2012) At least in the arena of American political speech, the complexity of discourse (words

per sentence) and its intended audience (reading level score) appears to have decreasetinazalyy

over the past 75 yeargOstermeier, 2012) While it is unclear whether this may have an impact on
humanperception of that speech, does mearthis content is likely to be more amenable to automated

LIN2 OSadaAy3do ¢CKS Hnamm @/ dzf é dZNePIY)Aekpiod a ranydiof ©OfdicS Ay {
using a temporal view of language change in digitized books, from censorship to changing standards of
OSt SoONRGE D Ly FIFOGz GKS FASEtR 27F a/ dzf Gdz2NRYAO&E
to remotely assess not geographicallyaccessible populations, but rather temporaihaccessible
populations. While a remote media assessment of southern Afghanistan households may be faster and
easier to obtain than a doan-door field survey, a historiartiglying the nineteenth century American

South has no other alternative but to use media and othistoricalrecords to proxy views, since the

subjects of interest are no longer living.
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3.4.3 EMOTION AND INFORMATION PROCESSING

There is agrowing literature in the advertising and marketing disciplines exploring the interplay of

emotion with the processing of information. Deng & Poole (2010) found that a reader develops an
immediate emotional response based on the visual appearance of information and that tlwipest

response follows him/her through the consumption and processing of that information. They further
F2dzy R GKIFG  NBIFRSNRaA Odz2NNByid SyzGAz2ylf adariasS 6KS
reaction to new information. This secondaryeet is also found in the acceptance and rejection of new

material that conflicts with an existing worldview. Chiang et al (2008) found that it is not the tone,

source, or other characteristics that makeemder pay attention to a messageut rather wheher that

message was expected from that source. A Republican newspaper endorsing a Republican candidate

will have little effect on voter decision making, but a Republican newspapaorsing a Democratic

candidate will have a measurable impact Thus, sdden shifts in baselinsarratives may yield

substantial predictive informatian

3.4.4 EMOTION WITHOUT NETWGRBNTEXTUAL KNOWLEDGE

Of equal importancethe literature studying the diffusion of new information across the media sphere
(such as breaking new&aut an emerging situation) hdsund there is no need to model the underlying
network structure of a media system. Bandari et al (2012) found that statistical models could predict
whether a news article wouldeceive increasedreadershipat up to 84% acaacy using only
characteristic tréts of that article. This is an importafinding, in that much of the previous literature

on forecastingmedia popularity has been based on using historical data to infer the hidden network

structure of how past articlehave cascaded across the set of available news outlets. Media outlets
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tend to actively watch each other for story ideas and local and regional news oofietsto take their

cues from larger national and international outlets. Studies such as Yarggk&viec (2010) have

focused on using past news flows to infer which outlets watch which outlets and reconstructing the
attention network that connects those outlets, but this is extremely complex and connections likely vary
continuously over time. Thus}B/RII NA SG | f Q&8 6HamMH0 FAYRAY3I GKI G
without this additional process is significaartd has been replicated across both mainstream and social

media platforms and across languages (Tatar et al, 2012; Ahmed et al, 2013)

3.5CORIRESEARCH QUESTIONS

Asdiscussedn the previouschapter, a growing literature from the economics and marketing plisas
hasshown latent indicators to have predictive value in the constrained arena of economic behavior, yet
0KS | dzii K2 NI somitSeB giudy (Hedtard, afthitdnspired this dissertation, together with
Chadefaux (2012)re the only current studiesn the unclassifiedliterature exploring the ability of
emotional indicators to forecast futurgolitical stability. This dissetion is therefore designed to
extend that approach from forecasting the extremely rare occurrence of wtalmtry collapseand
militarized conflictto more generalizable changes in the physical unrest trajectory of a nafitinough
doing so, this workwill explore the degree to which theggredecessoeffects are present in broader
and smallerbore dayto-day human social behavior as opposediieing limited to natiorscale shocks
In addition, the codification of transition patterns from the visubkervation method of Culturomics 2.0
YR [/ KI RS T dzE Cstatistial awiléis>capabie dof idsdng daily alevisuld allow a more

detailed assessment of the specific patterns and thresholds leadifigtdoe behavior The following
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three researchquestions are therefore constructed to be the focus of this dissertation to explore this

phenomenon in detail:

1 RESEARCH QUESTION #1. Vdteait signatures precede physicabcietalscale behavioand
manifest themselves in the media in a measurable Wayl'he most basic questiorevolves
around whether there are measurable latent signals suchspscific classes of languateat
immediately precedesocietalscale physical behavi@nd that can be operationalized to allow
robust forecasting of thabehavor. This has been extensively demonstrated in the artificial
environment of the financial sector, and for whateuntry collapseand conflictin the social
world, but does it hold true for the datp-day ebbs and flows dfehaviorof society as a whole?

The models of conflict discussed in theviouschapter would suggest such signatures should
exist, but this component of the research will explore whether they are manifest in the editorial
environment ofthe mainstream newsnedia and if the signals astrong enough to be robustly
extracted through automated means without background knowledge of each location/time
period. This question underlies the other dimensions of this dissertation in exploring whether
latent dimensions remotely assessed from thedia through automated means can adequately
forecast futurebehaviot

1 RESEARCH QUESTION #2e signatures universal across geographies, or keyed to each
location and culture? If such latent signatures exist, are they universal, holding globally, or do
they vary across geographies and cultures? If the latter, are there patterns that appear to
constrain these localized patterns and that might offer clues into the underlying processes that
prevent their generalizability to a global model? This has bo#torttical and operational
impacts. If signatures are found to be universal, this suggests the existence of fundamental

linguistic markers that transcend socitultural boundaries and simplifies the use of these
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findings in actionabl&ehavioralforecastirg environments. If, however, signatures are found to
vary across cultures and geographies, this provides an empirical basis for future theoretical work
into the specific journalistic and soetwiltural processes that cause such differing responses, but
complicates the transition to actionable use in that supplementary processes would be required
G2 YFAYGFAY Gekitbral Waadlred &3 Zultudiehddge? The current literature is
divided, with studies showing both that latent measures are indejeem of culture (Crimson
Hexagon, 2011) and that they are culturally ardgraphicallydependent(SAS, 2011)

RESEARCH QUESTION #3. Are signatures universal across classes of atasical and
intensity levels? Do the same latent signatures forecask classes of physichehavior simply

at different intensity levels, or do different measures forecast different typdsebfavio? Are

there classes of event types that cannot be robustly forecasted through latent measures or that
can be forecastedxzeptionally well? Are there particular thresholdsimtensity that physical
behavior must exeed before it can be forecashrough latent dimensions? This research
guestion will explore the boundaries of such forecasting approaches, providing guidaribe
environments in whik they perform better or worse and offerirgmpirical evidence for future

study ofthe emotioral-communicativebehavioral link.

33



CHAPTER METHODOLOGRUANTIFYING RHETORIC AND REALITY

In order to empirically explore the three core research questimiduced in the previous chapter

they must be operationalized into a set of quantitative measures and methddghe previous chapter
introduced, the narrow timeframe and lack of geoghhic diversity in the existing literature has resulted

in a conflicted patchwork of resultsA key requirement therefore lies in accessing crossnational
longitudinal quantitative database ofphysical unrest together with a collection ofatent linguigic
indicators measuring the discourse preceding those behaviors. The global scale and long time horizon
required suggests that the operationalization must support computational inguigicating the
analytical methods must be computationatlyiven. Tus thischapterwill explore the reduction of the
research questions into a set of addressable computatiamgliriesto enable a datadriven empirical
exploration of the hypothesis that latent narrative indicators expressed in news coverage have

predictive value in forecasting subsequent physical socistale behavior.

4.1QUANTIFYING SOCIETY

In order to quantitatively study the link betwedatent narrative and physical behavior sdcietal scale,

a dataset is needed that captures both behavior atsl narrative undercurrents acrossnultiple
countries in different regions and ethnographic contexts and with a long enough timeframe to yield
statistically significant findings. In particulardigersity ofevent types and latent measures are needed

to allow for sufficient segmentation across event types (since it is expected that some event classes may

be easier to forecast than others) and variation across latent measures (since the existing literature has
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suggested that predictive results are depentlem the specifidinguistic dimensiorbeing measured).
Most importantly, both the narrative and physical indicators must be quantitative in nature, offering a

RAZONBGS FyrtedAaoOlt O2yaiNHzOb STAYAY 3 lanfie2 OO0 dzNNE

like its date, location, and situating factors (Schrodt & Yonamine, 2012).

While the underlying components of such a framework exist, to date no single study has combined them
together. Radinsky & Horvitz (2013) cluster related news artidles F 2 NY G aid2NBf Ay S&aé |
classifiers to forecast their occurrence, while Hunt (1997) and Chadefaux (2012) useonatrdicted

databases of major militarized conflict. All three were forced to make use of coarse definitions of unrest

and could oty focus on physical conflict or other mortality events like disease outbreaks due to the lack

of large crossnational databases of lowitensity events such as peaceful protests or positive actions

such as peace accords or aid promises. The only stinlbesporating higher resolution physical

behavior data have focused exclusively on physitslled forecasting, leveraging world knowledge or

temporal patterns in event occurrence (Schrodt & Yonamindhere is therefore a needor a

generalized framewderthat allows exploration ofhe latent precursors to physical behavior on a global

and historical scale.

¢ 2RI @ Qa rapi@ dlettiRnic Mistribution and effectiveero cost of communication has led to a
plethora of open information sources that coudfer potential sources of both narrative and behavioral
data (Olcott, 2012Bean, 201l However, despite the rise of hew forms of communication like social
media, the global reach, long temporal horizon, and stidied construction mechanisms of the
mainstream media make it an ideal data source through which to understand human societal behavior
where a multidecade time period is neede@®Icott, 2013. Rather than being an objective chronicle of

520 08083 y86a GAd | 02 YYVRRMAYR G O K EMB 1@ Y Ioyh diKIA §
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FYR @ASgaé¢ 62 2 gonfid Mattirally induoeshigh Jdvelsiohanxiety and thus forms one of
0KS (6St @S TFdzyRIYSyidlft GSylyda Lidzi F2NIK Ay DI fdd
Gy S ¢ a g 2 Nis i daheficial in the study of societal behavior, in that it means that the news media

pays special attefn to conflict and that it also contextualizes that conflict in a way designed to

maximize its connectioto the local cultural arrative.

The Press lives by advertising; advertising follows circulation, and circulation depends on

SEOAGSYSyilo G2 KFEG asStfta | ySgalLl LISNKé X ¢KS
supply of news but a demand for it. So deepted is thefascination in war and all things
FLIISNIFAYAY3 G2 AG GKFG X F LI LISN KIFHa 2yfte G2

sales to mount up. This is the key to the proclivity of the Press to aggravate public anxiety in
moments of crises.

(Lasswell, 1971, p. 192 in Worrell, 2011, p. 40)

In addition to reporting on realized conflict, the media is also the only amatsnal source for
understanding equallmportant unrealized tensions, in which actors come increasingly close to the
brink of conflict, but resolve their differences just short of physical conflict (Chadefaux, 2012). Such
latent tension maypresener for years, decades, or even centuries, contributing to broader cultural
narratives that can subsequently be reignited, leading to more rapid onset of conflict (Olcott, 2012
Bean, 2011; Roop, 1959 In fact, the formalization of Western Open Source ligehce (OSINT) was
based on this notion of the identification of meedased cultural indicators that offered potential

precursor signals of conflidRpop, 1963

Hunt (1997) performedne of the moreextensive recent unclassified quantitative studadsthe link
0SG6SSy NKSGI2NAO YR 6FNE 2LISNIGAZ2ZYyFEATAY3I YI NI

priming indicators. Under this model, governments cannot initiate interstate war without first priming
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their citizenry for the forthcoming casuads and cost. Governmengse therefore expected toutilize

their influence with the news media well before the intended onset of conflict to prime the population

with beliefs about the other nation aligned with the need for conflict. Hunt experimentadiied this

hypothesis bymanually coding the emotional profile of editorials in governmeadigned domestic
newspapers as proxies for elite beliefs and found they offenedsurablepreaursor indicators ofuture

conflict. Indeed, conflictisrarelyrué a LRy Gl yS2dzayY a y20SR SI NI ASNE
GKS NB&dzAZ G 2F | f2y3 o0dzAf RdzZL 2F fFGSyd FNHzZAGONI GA2

scale of riots, demonstrations, and ethnic and religious conflicts displayedran of grievances that

~ A oA X 4 oA

KIR 0SSy tAdGdGtS RSGSOGSR Ay LINB@GA2dza &SFNEXgKIFG
GKS NBIAYSQ& Fdzy RFYSyidlt a0dNHzOGdzZNBEXé 6LId EAAO P
wlkERAY&1® 9 | 2NBAGT o6unmo0 dza SR R2 OMeW Yyiki Tin@$ dza G S N.

O2@SN) 3S> 4KAOK (KS@ RSTAYSR a alF &aSid 2F G2LAOL
or more declarative independén Of | dza Sa | 6 2 They cbnstd@ddya BlasSficadian el ¢ &

for each storyline and applieit to earlier news coverage to see if it would have forecasted the
subsequent event. Givahat this approachrequires the ceation of a classifier for eagiotential future

event to be forecasted, the authors narred their scope to only attempting to fecast storylines

1y26y G2 200dNJ Ay GKS TFdzidsNB:E 6KAOK fAYAGSR GKSAN.

At the same itme, efforts as early as the 18704 RS@Sf 2LISR &aAYAf Il N LINROSa
extracting codified records of politit@rocesses and physical unrest (Schrodt & Yonamine, 2012). So
OFrtft SR aS@Syld O2RAy3 aeadasSvyaé dasS GdSlya 2F Kdzvly
news media and compile quantitative lists of physical behavior, placing events into theoyeticall

informed taxonomies of societal action. A news report of a riot in Baghdad becomes an entry in a
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spreadsheet recording the date, location, and actors involved and potentially connecting it to preceding
and subsequent events. Modern computesed codig systems can process tens of millions of articles

in a matter of hours, recognizing several hundred types of events. The high resolution of these datasets,
recording the specific actors and locations where events take place, and codifying even small non
violent actions, offers the potential fomuch finer-grained analyses compared with the lafigere

militarized conflicts of previous work.

4.2NEWS SOURCES

There are many large collections of news media content available today for computational an&lysis.

example, the International Conference on Weblogs and Social Media (ICWSM) 2011 Data Challenge
O2ft SOUGA2Yy aO2ylilAya 2@SN) oyca o0f23 LRaGazx ySéa
wLli2adasesd O2FSNAyY 3T WI ydzl hNgBnorethan BTB of GeFICVNIMI20LE, oime)> H 1 M M
| 26 SOSNE RSALIAGS GKSANI aAT Sz &dzOK Oz indulc@itfor ya el
establishing statistical significance in resulting temporal patterns. Online news aggregators life Goo

News collect hundreds of thousands or even millions of news articles per day from across the web.
Google supplements this with a historical bdckh £ S G KI G ¢l a f SO@SNFr ISR Ay [ Kl
of linguistic precursors to conflict in the tweath century (Chadefaux, 2012). However, in his study
Chadefaux specifically noted that he was limited in the analytic methods he was able to apply because

of the inability to directly access the underlying text beyond simple keyword queries.

LexisNexig\cademic Universe is one of the most widetilized news content aggregators in academic

research, featuring almost 5,000 different news sources stretching beedely four decades
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6 &[ SEA &b S Enlketonlinezsghficksylil@ Google News, LexisNallows users to download the

full text of each article for academic research, bypassing the limitations encountered by Chadefaux
(2012). In particular, the ability to access the underlying full text of each apchaits the application

of sophistiated automated processing tools, including event coding systems, to the articles.
Unsurprisingly, LexisNexis has therefore become the primary data source for quantitative event coding
projects dating back several decades. While the service carries numamwswires, among the most
popular are Agence France Presse, Associated Press, Xinhua, Reuters, United Press International, and
BBC Monitoring (Schrodt, 2010; Reeves, Shellman & Stewart, 2006). Due to contractual changes,
Reuters is no longer availahie LexisNexis and so is no longer widely used for event coding (Schrodt,
2010), while United Press International coverage of international events has decreaséeltdundred

articles permontta A y OS (G KS SINIe& wmpdnQaod .singlypoputay/sbuice NA y 3
for event coding (Reeves, Shellman & Stewart, 2006) due to its inclusion of translated local broadcast
news from around the world. However, while Leetaru (2011) demonstrated significant conflict
precursor signals in the service, this dissertation it was desired to limit the analysis to services which
product their own reporting, rather than aggregate existing local reporting. In this way, a more direct
test of underlying narrative construction and how regional and cultural diffees may be reflected in

news reporting could be performed. Thus, in the end, LexisNexis Academic Universe was used to access
the Agence France Presse, Associated Press, and Xinhua newswires, representing the largest news
servicesin America, Europe, anfisia. It should be noted that while the next chapter reliesoaly the

last decade of coverage from each source, it was not possible to make this determination until the full

historical sequences had been processed to determine their geographic fodevant distributions.
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4.2.1 AGENCE FRANCE PRESSE

Agence France Presse is one of the largest news agencies in the world and is the largest in France. It is
also one of the primary sources used by Western intelligence services to monitor the contidritaf

(Leetaru, 2010). LexisNexis describes the newswire in its Source Information directory as follows:

Agence France Presse is the world's oldest news agency. Based in France, with staffers and
stringers in 129 countries, AFP offers a unigue per$pean the world's news. AFP's Europe
coverage is outstanding, its reporting from Africa is renowned and its Latin American
correspondence comprehensive. AFP also covers the Middle East, Asia and the Pacific Rim.

LexisNexis coverage of the newswire sa®t begin until May 1991. An extensive manual review of the
source indicated it did not include an overrepresentation of coverage of domestic French affairs,
focusing instead primarily on international coverage. This suggested there was no needrporiats
additional filtering to specifically remove articles discussing French affairs. In addition, Agence France
Presse articles occasionally quote French governmental officials on their views towards an emerging
situation, which would result in many levant articles being discarded if keywedsed filtering was
dZASR G2 NBY2OS Fff I NI NDY OEhie yidivanare/contaihs SECTIONY O S ¢
metadata tags used to identify the major news desks such as sports and financial newsrthese

always properly applied. In addition, major sporting or financial news is often treated as general news,
rather than being tagged under theppropriate section heading. Ananual review of a random
selection of articles from each month was useddevelop a lexicon of sports and finaneialated
keywords most commonly used in articles not properly tagged with the appropriate SECTION() tag.
CKdzax GKS F2ft2Ay3 . 22t{SlIy |jdzSNE ¢l a dzaSR G2 NB

Englik ¢ FAES Ay [ SEA&AbDSEAAY
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NOT section(sports) AND NOT section(financial) AND NOT golf AND NOT baseball AND NOT
football AND NOT basketball AND NOT tennis AND NOT cycling AND NOT cricket AND NOT
rugbyu AND NOT volleyball AND NOT "formula one" AND du@jéct(sports) AND NOT
subject(financial results) AND NOT subject(economic news) AND NOT subject (stock indexes)
AND NOT industry(stock indexes)

Figurel plots the total number of articles per month available in the LexisNexis archive of the newswire,
showing that the newswire underwent steady growth through a peak in March 2001 and steadily
decreased its output over the subsequent decade through-2®itl0. It has largely remained constant at

an average of around 8,000 articles a month over the last three years. There are also several outages
visible in the first two years of its appearance in LexisNexis, which is noted on its LexisNexis Source
Information page. In all, LexisNexis records 2,135,896 articles totaling 661,009,337 words through

September 2012, averaging around 309 words per article.
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Figurel - Articles per monthpublished byAgence France Presse

Tablel shows the top 25 countries most frequently discussed by Agence France Presse, ordered by the

percent of all articles published by the service throught&sjper 2012 that mentioned each country.
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Here, any mention of the country or any city or other geographic landmark within the country was
counted. Overall, there is a clear emphasis by Agence France Presse on Europe and the Middle East,

with a particularfocus on the United States and Great Britain.

Tablel - Top 25 countries by percent of all Agence France Presse articles mentioning that country

Country %All Articles
united_states 10.44
united_kingdom 4.79
france 4.31
russia 3.56
china 3.41
israel 3.10
iraq 3.08
germany 2.72
japan 2.36
india 1.78
iran 1.73
afghanistan 1.73
pakistan 1.64
italy 1.57
egypt 1.33
australia 1.31
indonesia 1.25
spain 1.22
turkey 1.21
south_korea 1.15
belgium 1.15
syria 1.07
canada 1.03
saudi_arabia 0.98
lebanon 0.98
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4.2.2 ASSOCIATED PRESS

The Associated Press is one of the largest news agencies in the world, operating 243 bureaus across the
world. Unlike Agence France Presse, the Associated Press is operated@segative, in which any
story published by a member news agency is automatically redistributed and available for any other

member to publish. LexisNexis describes the newswire in its Source Information directory as follows:

Founded in 1848, and nogelivering news and photos in over 100 countries, The Associated
Press sees itself as the oldest and largest news service in the world. The AP is a nonprofit
cooperative (i.e., a memb@wned organization) with its roots in the newspaper industry.
Regularmembers of The AP are obligated to report exclusively to The AP news that breaks
locally, but might be of interest to the media elsewhere in the U.S. or overseas. This system
gives The AP a news gathering reach well beyond what would be possible wititsostaff
resources. Coverage includes international news, national news (other than Washington
datelined stories), Washington news (only stories of national interest), business news, and
sports.

The Associated Press newswire contains a wide assattofenews that heavily emph&ss domestic

United States events, including local and regional newspaper coverage. Beginning in December 1978
the newswire added SECTION() metadata tags that allow filtering of coverage to just national or
international staies (prior to this date there was no choice but to download all coverage). The
YSGAGANE |taz2 KFha | alLISOALf RSaAaAaIylraAzy 2F ad2LUd
stories regardless of their geographic focus. Thus, the following Booleany @vas used to retrieve

Associated Press coverage from LexisNexis:

"top news" or section(international)
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Figure2 plots the total number of articles per month available in the LexisNexis archive of the newswire,
reflecting the lower volume of coverage compared with Agence France Presse. The sharp drop i
coverage volume between November and December 1978 reflects the introduction of the new
SECTION() metadata tag that allowed retrieving just international articles. While the newswire
dzy RSN Syl &adGdSIRe& 3INRoOGK RdzZNAyYy 3T décad8lond dedire innvithcpn Qa
international coverage, stabilizing at around 1,600 articles per month over the last three years. In all,
LexisNexis records 944,483 articles totaling 358,398,400 words through September 2012, averaging
around 379 words per adle. Table2 shows the top 25 countries in terms of the relative percentage of

all Associated Press coverage during this time that mentioned each. As with Agence Frasse,

there is asignificantemphasis towards European and Middle Eastern countries and a similar emphasis

on French coverage.

Those familiar with the Associated Press will likely question why the primary Associated Press newswire
was used here,ather than the specialty Associated Press Worldstream newswire, which is exclusively
focused on international news coverage. LexisNexis does in fact offer an archive of the Worldstream
service that begins in October 1993 that is comparable in terms ¢f daverage volume to Agence
France Presse. However, for unknown reasons the LexisNexis archive of Worldstream ends abruptly in

July 2010, with coverage past this date exclusively carrying sporting results.
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Figure2 - Articlesper month published byAssociated Press

Table2 - Top 25 countries by percent of all Associdt®ressarticles mentioning that country

Country %AIl Articles
united_states 13.35
united_kingdom 5.32
russia 451
france 3.39
israel 3.36
germany 2.74
iraq 2.71
china 2.27
japan 1.94
iran 1.87
italy 1.87
egypt 1.50
afghanistan 1.44
lebanon 1.44
canada 1.27
pakistan 1.26
india 1.26
spain 1.15
syria 1.14
west_bank 1.12
saudi_arabia 1.05
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Table2 (cont.)

Country %All Articles

mexico 1.04

south_africa 0.98

poland 0.97

turkey 0.97
4.2.3 XINHUA

- AYyKdzZh Aa GKS 2FFAOAILIE ySga 3SyOe 2F GKS tS2L3 S¢
country, operating 107 bureaus around the world. While it still retains its official role in promulgating

the views and statements of the CommunisttyaXinhuahasconsiderablyexpanded since its founding

in the 1931 towards a generplrpose global news service competing with services like Reuters

(Troianovski, 2010). LexisNexis describes the newswire in its Source Information directory as follows:

Xinhua is the authoritative source for information on Chinese government affairs, economic
performance and Chinese views on world affairs. All Western news correspondents in Beijing
rely on Xinhua's Englidanguage news report to keep abreast of Chedfairs. The agency
reports on Chinese affairs, including the economy, industry, trade, agriculture, sports and
culture. Coverage includes diplomatic changes and extensive international reporting often from
Africa or the Middle East. Xinhua also pdeg useful coverage of ngbhinese Asia.

As its description above suggests, Xinthzs an extensive focusn domestic Chinese news, which

would overemphasize China over other countries. Through manual review of a random selection of
articles from eachmonth, it was determined that adding in exclusion keywords to drop those articles
YSYyGA2yAy3d SAGKSNI 4/ KAYyLé 2N 6/ KAySasé NBY2ZOSR Rz
Unlike Agence France Presse, Xinhua coverage of international evestgugtes from Chinese officials

more sparingly, meaning this filtering criterion has a minimal impact on international coverage. Xinhua

Ffta2 KFa I RSRAOFGSR TFAYlIYyOAlft ySgagiNB OFffSR
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extensive coverage a@he financial markets from the Xinhua General News Service newswire used here.
It does not, however, offer the SECTION() tags used with Agence France Presse and Associated Press
coverage to filter out sportselated coverage, necessitating the use of &ddal keyword filters. Thus,

the following Boolean query was used to retrieve Xinhua coverage from LexisNexis:

NOT china AND NOT Chinese AND NOT olympic AND NOT snooker AND NOT boxing AND NOT
hockey AND NOT marathon AND NOT motorcycling AND NOT ANELeNOT handball AND

NOT cycling AND NOT tennis AND NOT world cup AND NOT basketball AND NOT wrestling match
AND NOT wrestling score AND NOT iceskating

Figure3 plots the total number of articles per month available in the LexisNexis archive of the newswire.
The neattripling of coverage between December 1998 and November 1999 reflects the US involvement

in lIraq during this period, which attraaea singularlylarge volume of coverage from Xinhua. The
service also has two major outage periods in LexisNexis, from April 1995 to June 1996 (inclusive) and
April 2008 to October 2008 (inclusive), so those are removed from consideration for all andlysdls
LexisNexis records 1,699,442 articles totaling 332,043,292 words through September 2012, averaging
around 195 words per articleTable3 shows the top 25 countries in terms of the relative percentage of

all Associated Press coverage during this time that mentioned each. As with Agence France Presse and

the Associated Press, there is a strong emphasis towards European and Middle Easterascoun
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Table3 ¢ Top 25 countries by percent of all Xinhua articles mentioning that country

Country %Al Articles
united_states 10.76
israel 3.81
united_kingdom 3.34
russia 3.27
iraq 2.96
france 2.43
japan 2.32
pakistan 2.01
india 1.98
egypt 1.94
iran 1.94
germany 1.92
afghanistan 1.88
thailand 1.53
philippines 1.44
south_africa 1.42
australia 1.41
turkey 1.37
indonesia 1.34
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Table3 (cont.)

Country %All Articles
syria 1.26
lebanon 1.14
nigeria 1.08
west_bank 1.07
kenya 1.07
italy 1.06

4.2.4 COMPARING THE SOURCES

Throughout this dissertation the three news sources will be analyzed individually in order to tease apart

their mutual differences and explore whether predictive features found in one source are universal

across the others. In total across the three sestc4,779,821 articles were processed in the course of

this dissertation, totaling 1,351,451,029 wordBigure4 shows the &cored (standard deviatits from

mean) plots for all three sources overlapping their relative growth and decay patt&igsre5 shows

the combined monthly article volume across the three souradsmonstrating in particular the
AAAYATFAOLI YO YdzidzZ f INRBGGK RdAZNAY3I GKS mMphpn Qi d ¢ KS
temporal profiles. Even restricting the analy$is only overlapping periods of time, the monthly

coverage volume of Agence France Presse has a Pearson correlatidh23f with Xinhua and=0.35

with Associated Press, while Xinhua and the Associated Press are correlat€@l0®& While weak,

Agence Fance Presse is correlated with the other two sources at p < 0.0005, indicating statistical
significance, with Agence France Presse and the Associated Press being the only two sources not to have

a statistically meaningful correlation. In terms of geodpiapemphasis, the three sources ar®sely

aligned, with Agence France Press®l the Associated Prebging correlated at=0.97 in terms of the
NEtFGAGS LISNOSydalr3IsS 2F SkHOKQa O20SNI IS RSRAOIGSR

correlated atr=0.94 with Xinhua. Xinhua and the Associated Press are correlate®.96. All three
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are therefore at the highest level of statistical significance (p < 0.0005), indicating there are no

significant differences in their respective geographic focus.

—— AFPZ

e XinhuaZ
= APMainZ

~c1-uer
-LT-uer
0T-uer
-60-uer
-80-uer
-LO0-uer
90-uer
-S0-uer
0-uer
-€0-uer
~c0-uer
~L0-uer
-00-uer
-66-uer
-86-uer
-L6-uer
-96-uer
-S6-uer
v6-uer
-€6-uer
~c6-uer
-16-uer
-06-uer
-68-uer
-88-uer
-.8-uer
-98-uer
-G8-uer
8-uer
-€£8-uer
~c8-uer
-18-uer
-08-uer
6L-uer
8.-uer

L/l-uer

Figure4 ¢ Z-scored articles per month comparing Agence France Presse, Associated Press, and Xinhua
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4.2.5 ADDITIONAL POST FILTERING

Despite careful construction of the queries used to retrieve each newswire from LexisNexis, including
extensive manual review of random selections of content to develop exclusion keywords,-a non
insignificant volume of sports andnéncial coverage was still retained. Such coverage can create
complications for the event coding process in that it often contains language very similar to that used to

A0S GA2fSyl LRETAGAOIT S@OSyliazIvYBH&EKQA dalize] al
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each newswire, a second manual review was performed across the combined content pool to filter any
remaining sports or economielated @verage. While this filter may eliminate certain economic

related articlesthat might reflect or drive public opinion (such as an economic boom or bust),
incorporating this filter dramatically reduced thaumber of irrelevant articles Thus, the followig

Boolean query was applied in a pgmsbcessing stage after the content was downloaded, but before it

was made available for secondary processing.

NOT boxing AND NOT hockey AND NOT marathon AND NOT motorcycling AND NOT soccer AND
NOT handball AND NOTcligg AND NOT tennis AND NOT worldcup AND NOT world cup AND
NOT basketball AND NOT wrestling match AND NOT wrestling score AND NOT icestaking AND
NOT ice staking AND NOT skiing AND NOT football AND NOT coach AND NOT hockey AND NOT
box office AND NOT snook®&ND NOT cricket AND NOT game console AND NOT gaming console
AND NOT tv show AND NOT bond market AND NOT currency trade AND NOT closed up AND NOT
closed down AND NOT industrial average AND NOT nasdaq AND NOT dow jones AND NOT
halftime AND NOT half time ANNOT the game AND NOT stocks declined AND NOT market
declined AND NOT inflation AND NOT interest rate AND NOT regional growth AND NOT car sale
AND NOT truck sale AND NOT midsize car AND NOT inflation AND NOT singer AND NOT
teammate AND NOT team mate ANDNfreethrow AND NOT free throw AND NOT show times

AND NOT athletic AND NOT free throw AND NOT touchdown AND NOT the season AND NOT
rebounds AND NOT quarterback AND NOT point guard AND NOT fourth quarter AND NOT on the
road AND NOT season high AND NOTAND NOT title bid AND NOT mixed doubles AND NOT

bowl game AND NOT retail price AND NOT book review AND NOT garden AND NOT goalkeep
AND NOT goal keep AND NOT mega million AND NOT megamillion AND N@TillinegaND

NOT lottery game AND NOT lottery win®eMD NOT ticket sale AND NOT lottery jackpot AND

NOT baseball AND NOT golf AND NOT growth outlook AND NOTidhé\N@ NOT bank index
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AND NONfl AND NOT nhl AND NOT nba AND NOT sports AND NOT championship AND NOT
entertainment

4.3CODIFYING SOCIETAL BHBR

In order to computationally measure the link between latent narrative and subsequent physical
behavior, a quantitative definition of behavior is required that resolves a physical act into a discrete

record of occurrence. As Schrodt & Yonamine (2GiRYey, the quantification of societatale

behavior has its rootésn the 1971 Qa4 $AGK GKS RS @S tirfouded @ibnordies ofi K S 2 NB
political behavior such as diplomatic exchanges, protests, and violent conflict. The construction of such
frameg 2 Nl & | ff26SR (KS KdzYFyAadgAo 02y OSLIi 2F | & LINER
its attributes, such as location, date, and actors invovedO2 RAF&@ Ay 3 A (.£ Whilel RA&O
enabling statistical treatment of conflict for the firSme, such taxonomies also paved the way for the

modern computational modeling of conflict.

4.3.1 EXISTING EVENT DATABASES

The growing popularity of quantitative study of conflict has led to a growing arrap-O6fl f V@8R &
databases TheArmed Conflict Location & Event Dataset (ACLED) (Clionadh et al,c2@tf)more

than 50,000 georeferenced events covering more than a decade for an array of countries in Africa, Asia,
and the Middle East. However, it offers only a handful of eventgmates, primarily arrayed around
military action such as troop movements and clashes. More specialized collections include the Global
Terrorism Database (GTD) from the University of MaryldraFree & Dugan, 20QAvhich contains

more than 98,000 terrorisattacks around the world over the last three decades and the National
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covering global terrorism over the last hdécade. While the two databases contain sainsial

coverage of worldwide terrorist activity, they are exclusively focused on such violence and most of their
incidents occur in a small number of regions. Another possible dataset Betee Research Institute

Oslo (PRIO) Comprehensive Study of @far (CSCWNiR 2 SOG Q& ! NI S Gleditacy & &l,A OG0 5 I
2002) The Armed Conflict Dataset provides a longer time horiten ACLED, GTD, or WIDat

includes only formal battlefield deaths and requires a threshold of 25 annual deaths forancliMbre

importantly, however, it does not include individual discrete event records, but rather aggregates

conflict indicators into an annual binary indicator of whether tloemtry was in conflict or not.

Alternatively, there are severalirnkey monitaing service that include both news content and event
records,such as e European Media Monitor (EMM) (Atkinson & Van der Goot, 2@08)J 5! wt ! Qa
Integrated Conftit Early Warning System (ICEW&Brien, 2010) EMM monitors over 150,000 news

articles fom nearly 4,000 news websites each day, updating every 10 minutes. Its primary purpose is to
automatically cluster articles about the same event together, allowing multiple perspectives on an
emerging situation to be viewed. It provides a rudimentargrawvextraction service thaidentifiesthe

primary eventfrom each article, together with automatic binning of articles into a small set of
predefined themes.However,similar to ACLED, supports only a small set of coarse event types and
thematic categries, primarily tied to European Union priority topids.is also limited to just the most

recent few yearand does not permit downloading of the data (only the major trending records may be

viewed).

51 wt! Q& L/ i8pefhapsINd®cb$e§ fidé needs of this dissertation, as it makes use of an

extensive taxonomy of more than 300 categories of events and is lasadich theoretic framework
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of humanbehavior that has been developed owveraldecades. Unfortunately, while the project has

been described in unclassified open academic forms and limited subsets of its data have been used in
academic publications, it is currently available only for official US military operational use. However, the

core of the ICEWS system that performs theuatidentification and codification of event records from
L/92{Q 2Ly ySsga FSSRa Aa | tFNBSte& dzyY2RAFTASR @

from Pennsylvania State University, which will be explored in the following section.

4.3.2 TABARI AND CABRD

One of the most widelused event codification systems today is the TABARI software program (formerly
known as KEDS) by Philip Schrodt at Pennsylvania State University. The TABARI system is an open
source software program that accepts a collectiomeivs articles as input and automatically processes

them using a grammapased parsing system to identify more than 300 categories of societal behavior.
For each event, it outputs a dyadic record recording that Actorl performed a given action to Acthr2, an

the date and location of the action (Schrodt & Yonamine, 2012). In cases where multiple actors are
involved, such as a multiparty peace summit, multiple entries are created, recording all of the dyadic
connections. TABARI is a samhtained and fulllautonomous coding system, operating in unattended

batch mode, accepting as input a collection of news articles and outputting -@eianited file

containing a list of extracted events.

TABARI has traditionally been applied only to the lead senteneaatf news article, recording just the
Y2al AGAYLRNIIyYydé¢ S@Syid Ay S| QGiratdeinasd@monstrated2theS S NJ |
need for fullstory codingo adequately cover many regionis which the entire article text is coded and

all events idatified, and that approach is taken here (Schrodt, Simpson & Gerner, 2001; Huxtable,
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and temporal information is discarded. This is problematic dupeigods of intense conflict, such as

the 2011 Egyptian revolution when there were protests throughout the country. Thus, in keeping with
Schrodt & Yonamine (2012), the fulltext geocoding process of Leetaru (2012) is used to associate each
record with theclosest geographic location in context. This preserves the geospatial resolution -of high
intensity conflicts, ensuring they are properly recorded. Multiple mentions of the same event in the

same or different articles are collapsed during a deduplicgti@mtess to ensure that higprofile events

attracting significant media attention are not counted multiple times.

While the news media traditionally reports on events that took place the previous or current day, they

can on occasion report on future evsnor those in the significant past. TABARI has a dedicated date
NEBaztdziaAzy aeadasSy GKFG Fdzi2aYFGdAOFfte NBO23ayAl Sa N
uses a calendaring system to resolve these to their appropriate date. To prevent fdomkithg

references from skewing the forecasting results (ie an article on a Monday stating that a peace summit

will be heldthe followingFriday), all events with forward offsets (ie occurring in the future) are excluded

from the forecasts in the next cphéer. Thus, only events occurring the day of the news article or in the

past are included.

TABARI places its events into the Conflict And Mediation Event Observations (CAMEQO) event taxonomy,
which has its roots in a successive series of event taxorsstietching back several decades and is one

of the most widelyused taxonomies (Gerner et al, 2002). The latest version of the CAMEO event

Gl E2y2Yé& dzZaSR KSNB O6OSNEAZ2Y mModmooo O2yarada 2F ow
Or Wihdraw iS5 OS{ SSLISNE & EI NBIRShdef oA NJ . 2YO0AYy3IET 2N / 2R

/] 22 LISNI S 902y 2 Mildbtheffollodvitig 20 roat éadgoes: T | £ f
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i 01: Make Public Statement

1 02: Appeal

1 03: Express Intent to Cooperate

9 04: Consult

1 05: Engage in pliomatic Cooperation
1 06: Engage in Material Cooperation
91 07: Provide Aid

f 08:Yield

1 09: Investigate

9 10: Demand

9 11: Disapprove

1 12: Reject

9 13: Threaten

1 14: Protest

1 15: Exhibit Force Posture

1 16: Reduce Relations

1 17: Coerce
M 18: Assault
1 19: Fight

i 20: Usddnconventional Mass Violence

Since many of these categories, especially Unconventional Mass Violence, will contain relatively few

events for most countries, and to simplify the study of political dynamics, the CAMEO framework offers
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broader trends of interest here.

A significant benefit of the TABARI system is that it allows the same news content to be usethfor b

the analysis of narrative and the construction of the event database. This is important, as it ensures that

any forecasting error is directly related to the model itself, rather than reflective of a disconnect
between the narrative and event source$ake the example of Agence France Presse news coverage of
9328 i o0SAy3a dzaSR G2 F2NBOFad !'/[95Qa 93@LIWAlILY SO
was low, it would be difficult to determine whether the poor accuracy was because Agence France
Presse coverage does not contain strong predictive narrative indicators, or whether it was because the
ACLED database listed event types that the news agency did not cover in detail. Using the same news

source for the entire processing pipeline avoidss thotential source of error.

While any coding system, machine or hurzased, will suffer from a certain level of error in codifying
essentially qualitative occurrences into precise quantitative records, the combined TABARI + CAMEO
systemwastheonysa G SY (G2 LI aa GKS NAI2NRdza (Sada 2F GKS
Under this competition, a wide array of stapé-the-art event recognition systems were applied to the

same corpus of mainstream news articles and required to automaticadlygnize and codify all events

within. The TABARI + CAMEO system performed so well that it is now the coding system used in the
ICEWSUnited States Department of Defensgerational watchboard, which compiles a daily list of

political events worldwide tassist US military and intelligence analysts monitor global stability.
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4.3.3 PROCESSING PIPELINE

This leads to the following processing pipeline used to construct the event database used here:

1. All relevant content from each newswire is downloaded frbexisNexis Academic Universe
using the sourcespecific query defined earlier in this chapter.

2. Each article is subjected to the additional ppsbcessing Boolean query to drop remaining
sports and financiakelated news coverage.

3. Each article is subjectad fulltext geocoding from Leetaru (2012) to identify and disambiguate
all geographic references contained in each article.

4. The TABARI system is applied to each article irstiuy mode to extract all events contained
anywhere in the article and the TARI geocoding pogirocessing sstem is enabled to
georeferencezach event back to the specific city or geographic landmark it is associated with.

5. The final list of events for each newswire is internally deduplicated. Multiple references to the
same eventacross one or more articles from the same newswire are collapsed into a single
event record. To allow the study of each newswire individually, events are not deduplicated

across newswires (externally deduplicated).

4.3.4 EVENT DATABASE

In all, there were 2877,172 events identified and coded by TABARI from the three news wires:
14,433,748 from Agence France Presse, 7,811,104 from the Associated Press, and 6,632,320 from
Xinhua. On average, there were 7 events per article in Agence France Press, 8 froiatetsguess,

and 4 from Xinhua. However, since the three sources have different average article lengths, when
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calculating the average words per event, the results are more even: 46 words per event on average for

both Agence Franderesse and the Assoagat Pressind 50 words per event for Xinhua.

The three figures below show the total number of events per month for each news source in the four
Quad Classes of Verbal Cooperation, Material Cooperation, Verbal Conflict, and Material Conflict. The
gap in Asociated Press events for 1992 is due to a technical error with the content downloaded for that
year that prevented it from being properly processed, but since this is before the time period analyzed
in the next chapter, it did not affect the results. sasiated Press coverage, seerFigure?, has strong
stratification among the four classes, makingdsier to see their mutual patterns artdat they are
closely aligned. Indeed, the four series are correlated at betwe8r80 ad r=0.97 (p < 0.0005) for all

three news wires. Finally,

Table4 shows the relative breakdown of all events into the four Quad Classes for eackvinewsdt is

clear that Verbal Cooperation events are the most common, followed by Material Conflict, Verbal
Conflict, and Material Cooperation. In all, across the three sources, 60.56% of events were Verbal
Conflict, 17.34% were Material Conflict, 13.1286re Verbal Conflict, and 8.99% were Material

Cooperation.
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Figure6 - Agence France Presse events per month by Quad Class
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Figure7 ¢ Associated Press events per month by Quad Class
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Figure8 - Xinhua events per month by Quad Class
Table4 ¢ Breakdown by percent of all events in each newswire in each Quad Class

AFP AP Xinhua

VerbalCooperation 60.35 54.63 68.02
Material Conflict 17.37 20.75 13.22
VerbalConflict 13.75 14.45 10.16
Material Coogeration 8.53 10.17 8.60
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CHAPTER FORECASTING BY CLASSIFICATION

One possible vision of a political forecasting system would require no theoretic model of societal unrest
or human subject matter expertise: an analyst would simply select a small example list of previous
incidents of interest and ask the system to fordcthe risk on a day to day basis that similar incidents
might occur agairduring specific time periods in the future. To do so, the system would observe a
historical baseline of all available input streams preceding those selected past incidents, dostetic

of machine learning models that most accurately retroactively forecast those previous events based on
the data that was available at the time, and then apply thoselet® to forecasfuture incidences of
those events on a datp-day basis, all withut requiring any human assistance beyond selecting the
incidents to forecast. By utilizing machine learning techniques to construct the model autonomously,
rather than relying on human subject matter experts, the models can induce the natural underlying
LI GGSNya 2F GKS RIGEFET LRGSYdGArtte S@Sy S@2ft gay3a 2

unrest and adjusting the model accordingly.

The notion of providing a set of examples of a topic of interest to an algorithm and having it find new
examples in the future is actually already widely used today in venues from personalized web portals to
Google News (Antonellis, Bouras &upoulog Hnnco0v Ay (GKS FAStER (y2s6y
(Sebastiani, 2002). A typical configuration involaasser selecting a small set of example documents
RSTFAYAY3 | OFGiS3I2NE 2F AyGSNBad o6adzOK a aol aisSio
category (such as other spotslated material) as countegxamples. These two collections are

converted to vectorspace representations (Salton, Wong & Yang, 1975) in which a matrix is created

where the rows are the documents and the columns are the set of all words appearing across those

documents, with each cell in the matrix storing how many tiraegiven word appeared in a given
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document. These are then passed to a machine learning algorithm that identifies patterns in the usage

of each word and how often documents with that word appear in the category of interest. For example,

a typical categot I | A2y Y2RStX 1y26y |a | aOftl&aairxFASNESE
drebounding YR ol ajSdolffé 2 OcebNd dycdndeits, @hfieiteywordsy o6 | & ]
GaO2NBé yR &l dzZRASY OS¢ | -haskStbaNdodugients withifilardreqaehcy,i 6 | £ f

FYR aF2200Ffté YR GLINBaAaARSYy (¢ I LIISINI GSNBE AYyFNSI

To construct the actual classification model, a wide variety of algorithms are available, with popular
ones including Support Vector Machines, Neural Meks, Random Forest, and NaiBayesian
(Caruana& NiculescuMizil, 2006). While slowly being supplanted by more recent techniques like
Random Forests, NaiBayesiarclassifiers remain among the most popular basic classifiers due to their
relatively highaccuracy on a wide array of text, fast execution speed, and simplicity of operation (Rish,
2001). In particular, all classification models have an array of parameters that can be adjusted to
influence their operation, and the smaller set of parametersNafive Bayesianmodels makes them
simpler to work with than other techniques like neural networks, while still achieving reasonable

accuracy Caruana& NiculescueMizil, 2006).

This suggests one possible approach to forecasting unrest could be to tasad itlassification problem,

AY 6KAOK GKS aR20dzySyidaé¢ IINB G(GKS GSEG 2F ySsa N
given day and the categories to classify the documents into consist of various thresholds of the number

and type of eventshat occur the following day. In this way, forecasting events in Egypt using Xinhua
ySsa O2@SNY IS Ay@2it @dSa GNBFGAYy3a SIOK RF& a | &aAy
articles published that day mentioning Egypt in some way. The a3tegfothe document(day)is

assigned to be th number of events that occuhe following day, using a threshold to convert the
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O2ylAydz2dza S@Syid O2dzyd GFNRAIotS Ayd2 | o0AYylFNE OFN
In training mode, a spific country or other area of interest, type of event and threshold for defining

what constitutes a High Event day is selected by the analyst and the system uses available historical data
(such as the previouseveralyears) to construct its model. Inrkrasting mode, at midnight each day

the system compiles all coverage of that country from a given news source and applies the model to
generate a forecast of the likelihood that the following day will exhibit more than the specified

threshold of events ointerest.

Thus, rather than learning what words are most suggestive of baske#tatéd documents, the
classifier learns what words are most suggestive of a certain number and class of a@&ntingthe
following day. Indeed, such a system geneeasliand automates the process of hand selecting keywords
used by Chadefaux (2012) to a fully automatic probabilistic approach that examines all words, using a
lexical classification approach similar to Radinsky & Horvitz (2013), but arrayed arouwbo-ddgy
ordinary events, rather than macigcaleoccurrences 9nce it requires no theoretic understanding of

the underlying processes which might cause the events to be forecasted, relying instead purely on
learned patterns of lexical probabilities precedititpse events (Radinsky & Horvitz, 2018)ch a
classifiercan be applied to any type of event, even ones for which little is understood about the

underlying driving forces.

From an informationtheoretic perspective, such classifi@sa 8 Sy 1 A 8 K NI ANGA Yy I G Ay
NEAARIZSEé 2N GAYTF2NXYIGA2Y SEKFdaAGE € STFd 20SN) FNRY
knowledge about events both influences and is influenced by events. For example, at a peace summit,
myriad political and economi¢ fOG 2 NE ¢ SA3IK Ayidz2z SIFOK fSIFRSNDa RSOA

or not sign or whether to attend in the first place. While some of these factors may be readily
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assessable, others may involve complex cultufadlyed calculations reflecting futudenowledge or
ambitions of that leader that resist traditional theoreticabpsed modeling (Ward, Greenhill & Bakke,
2010). Instead, lexical features capture the public information space surrounding those decisions, such
as the way in which news mediaime the public prior to major summits with large amounts of
background information and expected outcomes, or reflect cultural narratives that envelope

information streamsQlIcott, 2012; Bean, 2011; Hunt, 1997; Deutsch, 1957

5.1MODEL CONSTRUCTION

Constucting the optimal classification model that yields the highest possible accuracy on a given
collection for a given category requires considerable computation and is usually focused around the
construction of a single or small number of models (Forman3 @@hereasn this dissertatiorthe goal

Aa (G2 O2yadNUzOG NBFrazylofS Y2RSta F2NJ I fFNBS ydzy
each parameter can affect performance, both singly and in combinations, many different [permutations]

must be NI AySR (2 | RSljdz G4St e &hrudha NKculés@uiil, 20D06NInY S G S NI
practice, this means constructing an optimal model can require sweeping across every possible
permutation of all possible settings for a givatgorithm Thus, thischapter will focus itself not on
exhaustively constructing the optimal model for a given scenario, but rather in using a coarser iteration

metric to construct reasonably optimal models to reduce the computation time. Here the focus is not

on constructingthe best possible model for operational use, but rather on demonstrating the overall
feasibility of classificatiohased forecasting, comparing different approaches, and understanding the

underlying processes driving the variables that yield the greatestigtive power.
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One might argue that a discriminative model like Logistic Regression would be preferred to a generative
model like Naive Bayes in the context here where the goal is not simply to construct reasonably accurate
forecasting models, but to denstruct their internal term lists to understand which terms are the most
predictive of future unrest. In particular, it is clear that the Naive Bayes assumption of term
independence, in which each word appears with a probability that is entire indeperdesvery other

G§SNY 06&dzOK GKIFdG @20l YlFéeé A& lFaadzySR G2 FLIISEN gAd
G2yA2yé0 Aa tA1Ste G2 o608 FLtasS Ay GKA&A O2yGSEdO®
interdependence would likely lead tagher raw accuracy and would be beneficial in the understanding

of the language most predictive of various classes and prevalence of events. However, discriminative
models do not always outperform generative models and can require substantially greater
computationalresourcegJordan, 2002).The size of the total term space and the number of models to

be tested (over half a million configurations) necessitated the least computationally demanding solution

and thus the Naive Bayes approach is used here.

One of the more popular NaivBayesiamh Y LJX SYSy Gl GA2ya F2NJ ol A0 Of I &aas
AYLX SYSyGardAazy T @FAtrotS Ay GKS w LINPINI YYAYy3T f I
matrix support library to minimize memory requiremenBirhitiadouS G | £ = w0 nigrarydis ¢ KS
commonly used with thismplementation for construction and management of the term matrixes,

including feature selection, addressed in more detail lategiferer Hornik & Meyer, 2008). In this

chapter, all texfiltering is performed in PERL to leverage its robust pattern matching features, with the

2dzi Lz 2F GKS FAfGSNAYy3I LI aaSR (42 w (2 dzasS 6A0K a
(Ihaka& Gentleman, 1996) for modeling allows the findingsto$ study to be expanded in the future to

leverage the morethy nXnnn O2y i NR O dzi SR reprederfirighadtDfitke majdr / w! b ¢

machinelearning algorithns and statistical methoslin use today.

66



A Naive Bayesian classifier approach to evergdasting has the following ten areas where it can be

tuned or adjusted, each of which will be explored in this chapter.

1 TextRelated
o Number of previous days of text used to forecast subsequent events.
0 The type of text to use (full original text bitered subsets of the text extracting words
related to specific topics).
0 The amount of text to use (full text of article, lead paragraph).
1 EventRelated
o Number of future event days to forecast (forecast events for the following day, the
following two da, following three days, following week).
o0 Type of events to forecast (all events, Verbal Cooperation, Protests).
o Threshold between High and Low Event days (how many events are required to count as
a High Event day).
1 ModelRelated
o0 Number of High Event traimg days
0 Number of Low Event training days.
0 Term weighting

o0 Feature selection
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5.1.1 TEXTUAL SURROGATES

In addition to applying the classifier to the complete full text of each article, a-sexd®n of filtered
sub-dimensions of the text are created in order to narrow the information environment and test how
predictive each dimension is on its owNVhile a classifier will learn the relative probabilities of each
term irrespective of the total number of terms, narrowg the available set of terms helps the classifier
focus on those terms, where forecasts are based only on their respective probabilities, rather than
muddying their préictive power in the noise of aarray of unrelated words. There are thousands of
open source dictionaries relating to emotions, themes, and other dimensions of text that may be
relevant to conflict ARPA, 2011 eetaru, 2011 Chadefaux, 20t2Radinsky & Horvitz, 20},3yet the
computational expense of constructing classifier models r&taes limiting the analysis here to a
sampling of major categories of filtereather than searching for a specific filter out of the thousands
available that yieldshe highest possible forecasting accuradyhus, five major categories of indicators
are used to construct filtered surrogates of thalftext: emotion, part of speechentities, eventbased

cues, ancethnic and rabious grougbased affiliatio.

The original Culturomics 2.0 work (Leetaru, 2011) that inspired this dissertation expherede of tone

as an early warning indicator for impending courdgale governmental change. To test whether tone
has similar applicability at forecasting smalerle events, three surrogates will be used that filter the
news text down to only toneelated language. Traditional sentimemntining involves using scaled
dictionaries toconverta collection of words to a single numeric indicator capturing its overall score
along a specified emotional dimensioWljissell et al, 1986 Other than assigning/ords varying
GAYGSyaridAaSaéd adzOK Fa OFLIdNAYy3I K2g alRRarAildrgsSeé

mining by its nature abstracts the resulting tonal score from the underlying text. For example, two
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documents could both receive the sanffedzY SNA O a L2 aA A BSky S GABSe a02NE
F2N) O2y il AyAy3a (KS 62NRa & NW2BONISRR S I YRE dMBsERISE R 4
former might be indicative of a failed diplomatic exchange, while the second might sugdestussion

of a natural disaster or military conflict. Simply graphing the overall tonal score oveasm@as done

in Culturomics 2.0enders this distinction invisible and makes it impossible to separate periods of
negativity deriving from failed diomatic exchangeffom those of physical conflict.In addition, a text

might containboth positive and negative extremeésd dzOK | & G K2NNAFTFA O YR 4aRS
same document) that combine to yield a neutral score, maskieghigh level ofemotional content.

¢tKdzAX ySEFENIe&e Fff 2yt RAOQUGUAZ2YIFINASE 2FFSNJI GKS 064

a text separately (Whissell et al, 1986).

I SN (GKS {2yl tf RAOGAZ2YINE FNRBY { K2RA@SEG IIyIR oaHynSvaH:
language in a text, is used to filteach documento create surrogates that contain only those words

present in the dictionary.The firstsurrogate FTXT_TONE, contains all words from the text that have

entries in the tonal dictiondl® = S&aaSydGdAlfte FAECOGSNAYyI (GKS R20dzySy
version combines both positive and negative words. Two additional surrogates, FTXT_TONENEG and
FTXT_TONEPOS contain only negative and only positive words, respectively, front, taoteing a

T20dza 2y SKSGKSNI GLRRAAGADSE OLINBadzylote NBfIFGAYST
Gy S3aAFGAGSE o0t A1St@ NBadzZ GAy3a FNRY O2yFtA0G0 1y
(2012) found that specific harturated collections of negative language are highly predictive of future

violent civil conflict, and these surrogates will enable the testing of this with emotional language more

broadly.
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Next, four versions of the text are creat#uat filter for specific parts of speectPart of speech tagging

(Brill, 1992) involves applying algorithmic language models to annotate each word in a text with its
appropriate part of speech, allowing decomposition of text along semantic rdl#sle most emotional

words are adjectives, adverbs, or vertWh(ssell et al, 1986 filtering by part of speecipermits a
broader analysis of the role of descriptive language more generally in forecasting future unrest. Instead
of looking only at adjectivesr@determined to have specific emotional connotation, this allows all
descriptive language to be isolated and explored on its oWnus, FTXT_POSADJS contains just the list
of adjectives and adverbs found in each document, complementing the emotional siomsnabove by

exploring whether it is emotiospecificallyor descriptive languagi® generathat is more predictive.

Part of speech tagginglsoallows the removal of nouns from text, removing general names (all nouns)

or person, organization, andtleer names (proper nouns). A 2012 study by the authorghef
TABARIZAMEGsystemappliedLatent Dirichlet Allocatioto a collection of news articles to determine

how closely the CAMEO event taxonomy matched the underlying landscape of events act@ilyede

in the news media. They found that removing proper nouns significantly improved the results of their
topic modeler by removing its reliance on specific people or locations that may be highly temyporally
fixated (such as US Secretary of State Millalinton being closely associated with certain countries
during her tenure) (Bagozzi & Schrodt, 2012). This allows the classifier to focus on general discussion of
leadership, rather than learning that a particular leader has become contentibus, surogates are
therefore created that remove noun&TXT_POSNONOUNS removes all nouns from the text, eliminating
any reliance on names or objects, while FTXT_POSNOPROPERNOUNS removes only proper nouns from
the text. These test the findings of Bagozzi & Sdh{012) as applied to event forecasting. Finally, as
detailed earlier, the TABARI system identifies events throutgrge lexicon of grammars that codify

specific verb phrases into various event categori€ABARI captures only a fraction of Englistbs in
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its lexicons and many verb®ot present in its dictionarynay possessemotional connotationswith
LR GSYGALFE FLILIX AOFoATAGE G2 T2 NmFXIPYSVERBSE czidins | &4
just the list of all verbs (all verb tensesyfa in the text. TheLingua::EN::Tagg&ERL modulérersion

0.23)is used here for the paf-speech tagging, applying a Hidden Markov Mdubded engine.

In additionto part of speech taggingeveralraditional natural language processing filtere explored,
includingNBY2 @Ay 3 aaidz2lLl g62NRa¢ 002YY2y g2NRa (GKFd R2 Yy
GOKSEéT al ¢ alyRéxT SG00 6C2EZ mMpydod YR LISNF2NYAY
G2NR tA1S ANMzyyAy 3£1968. | Sth fillerd arél eobiwyfahly appi¢d 2adiogst the

accuracy of classification and information retrieval tasks, ¢an reduce accuracy if verb tense or

certain stop words are more prevalent §ome categories (Kantrowitaylohit & Mittal, 2000) (suctas

increased discussion of the future signaling an forthcoming peace sumButh are tested here not

with respect to any expected theoretic connection to conflict, but rather to determine whether they
increase the accuracy of the classification moddihe widelyused Snowball stemming engine aitsl

174-entry stop word list are used he(@orter, 2001)creating FTXT_STEMMED, FTXT_STOPWORDS, and

FTXT_STEMMEDANDSTOPWORD surrogates

Events in the CAMEO taxonomy revolve around people and organizatiaingerform actions or have
FOGA2Yya LISNF2NXYSR dzl2y (GKSY oO0GKS alF Oli2NRéELV YR
Intuitively it might seemthat increases in news media attention to a particular political leader or
terrorist organizationcould sgnify an important emerging situation, such as coverage of a terrorist
bombing, hostage taking, or forthcoming political summindeed, previous studies have found that
specific political leaders tend to become closely associated with specific coumtniegions over time

(Bagozzi & Schrodt, 2012), suggesting the very mention of US Secretary of State Clinton with respect to a
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nation is suggestive either of potential unrest there or of likely forthcoming diplomatic cooperation. To

explore this furtherthe algorithm from Leetaru (2012) is used to extract a list of all person names,
organization names, and disambiguated locations from each document and used to create
META_NAME, META_ ORG, and META s@iE@pates Since the R text classification systemdibere

operates at the level of individual words, rather than phrases, all person and organization hames are
converted to single lowercase words by replacing all spaces and othefetten characters with

dzy RSNBA O2 NBax O2y @SNIAY3I Yidz2IANIA] £ a daoy RT (6! Yy XN2S R K
Gdzy AGSRYY Il GA2Yy&adé ¢tKS a9¢! yD9h FASER Aa GNBIFGISR
geographic landmark as it appears in the text and its standardized name frodnitexd States National
Geospatialntelligence Agency's GEOnet Names Server (@N8)United States Geological Survey's
Geographic Names Information System (GNEeteers are included (Leetaru, 2012). For example, a
NEFSNBYOS (2 AGCNBYOK &a2f RASNREé¢ gAff NBadAZ G Ay a9«
three surrogates allowconnections between the appearance of certain political leaders and

organiations and the places they are affiliated with and future events to be explored in more detail.

While the Leetaru (2012) algorithms extract all person, organization, and place names, a final set of
AdNNR I GSa dzas ¢! . ! wL Qa tdseyiames ktowmwto TABARI (and thizs th&tE (i NI C
could result in an event). TABARI will only identify an ewewhichboth the verb phrase is recognized

in its grammar lexicon and one of the actors involved in the verb phrase is found in its ACTORslist. Thi
ACTOR list contains a list of recognized international and major national political leaders and
organizations, but is far from exhaustive. Thus, the Leetaru (2012) algorithm will recognize more names
GKFY |NB LINBaSyid Ay ¢! sthesk GhinesRrk Ousinedsyldadels oravesbge Y I y &
citizens that would not be expected to be found in the ACTOR dictionary). The FTXT_TABARIALLACTORS

surrogate thus is a subset of the META_NAME, META_ORG, and META_GEO surrogates combined,
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containing just thosd JSNB 2y &> 2NHFYAT FGA2yazr FyR t20FiA2ya f
could form an event. Similarly, while the FTXT_POSVERBS surrogate mentioned earlier contains all verbs
mentioned in the textthe FTXT_TABARIVERBS surrogate contains oné/wads phrases contained in

¢! .1 wLQa +*9w. TFAfSO ¢tKA& YIFINNRBga (GKS tAad 2F GOSN
GoAaKSRE gAfft 6S Ay C¢-¢yYth{+x9w. {X odzi y2i C¢-¢cy¢
tests the notionthat increases in the use of everdglated language (even if those specific mentions do

not result in an event record) are suggestive of an environment in which future events may occur.

As a final test, a dimension that has a strong theoretic basis tigatieg and enhancing conflict is

explored. Ethnic and religiousonflict isat the root of a substantial portion of modern societal unrest

from Serbia to Sudan (Easterly, 2000). Indeed, the outsized role such conflict plays in national stability
hasllR (G2 GKS O2yadaNUzOGA2Yy 2F | 6ARS FTNNIe& 2F SiKy
measure how culturally homogenous a given geographic area is and the presence of minority groups of
certain size densities (Fearon, 2003; Alesina & Ferrara,)20@Mch have become standard inputs in

political and economic models of many regioms.addition, thel dzii Kpg@eMdugi Culturomics 2. @ork

demonstrated strong upwards trending in ethnic group mentions ahead of ethnichilyen unrest

(Leetaru, 2011) In fact, groupbased tension has become such an important dimension in studying
O2yFtAOG GKIFG ¢! .1 wL NBOSyGta FRRSR yS8s RAOGAZY
recognizedreligions and ethnicities (CAMEORCS and CAMEOECS, respd&oheiy), 2012). The

Version 1.1.b3 edition used here contains 1,392 name variants of recognized world religious groups and

614 name variants of world ethnic groups. Thus, the FTXT_RELIGIOUS and FTXT_ETHNIC surrogates
contain only mentions of religions or haticities from the CAMEORCS and CAMEOECS dictionaries,

narrowing the text to grougpased discourse. Given the sometirmasitentious distinction between the
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boundaries of ethnicity and religion (Todd & Ruane, 2009), a final surrogate, FTXT_ETHNICRELIGIOUS,

combines the CAMEO religious and ethnic dictionaogsther.

These five categories and the natural language processing filters result in 19 different surrogates for

G6SadAay3ao 9 OK RlI&Qa GSEG A& LI &aSs RetdioktNRtadIk (1 KSa ¢

assess which offers the greatest predictive insight for a given country and news source:

1 FTXT_CLEAN This is the original raw text converted to lowsmse with numbers and
punctuation and other nofASCII text removed. This tests redictive power of the raw text
itself with no additional filtering.

9 FTXT_ETHNICThis is the list of ethnic groups recognized by CAMEO. This tests the ability of
ethnicrelated language to predict unrest, acting as a proxy for ethnic tensions.

1 FTXT_BEANICRELIGIOU$his combines the CAMEO religious and ethnic dictionaries to capture
group-based discourse more broadly.

1 FTXT_POSADJ%his uses part of speech tagging to compile the list of all adjectives and adverbs
from the text.

1 FTXT_POSNONOUNShisuses part of speech tagging to remove all nouns from the text,
including both proper and common nouns.

1 FTXT_POSNOPROPERNOUNE uses part of speech tagging to remove all proper nouns from
the text, while leaving common nouns.

1 FTXT_POSVERBBhis usepart of speech tagging to compile the list of all verbs from the text.

1 FTXT_RELIGIOURhis is a list of all religious groups recognized by the CAMEO system.

1 FTXT_STEMMEDNhis is the full raw text similar to FTXT_CLEAN, but where all words have been

GESYYSRE daAy3d GKS {y266Ftf &GSYYSNID
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 FTXT_STEMMEDANDSTOPW@ROA & A& GKS alyYS Fa C¢-¢yp{¢9aags
removed.

1 FTXT_STOPWORDRhis is the same as FTXT_CLEAN, but with all stop words re(andeao
stemming)

1 FTXT_TABARIALLACTARE compiles all words found in the TABARI ACTORS dictionary.

1 FTXT_TABARIVERBEis compiles all of the words in the TABARI VERBS dictionary.

1 FTXT_TONHhis compiles all words, positive or negative, found in the Shook et al (2012) tonal
dictionary.

1 FTXT_TONENEThis narrows the focus of FTXT_TONE to consider only words in the negative
list of the dictionary. This allows the model to focus on these words while excluding positive
words.

1 FTXT_TONEPOHis is identical to FTXT_TONEPOS, but onlydéxlpositive words, while
excluding negative words.

1 META_GEQOrhis includes all locations from the text by applying fulltext geocoding from Leetaru
(2012) identifyingall locations from cities to local landmarks globally.

1 META_NAMEThis identifies all person names found in the text via Leetaru (2012).

1 META_ORGThis identifies all organization names found in the text via Leetaru (2012).

It should be noted that the theoreticalyformed process of selecting the indicators usedehwould at

first appear to be in conflict with the antineoretic rhetoric of latent indicators. In particular, as
discussed earlier, one of the arguable benefits of latent indicators is that they reduce the need for a
detailed theoretic understandingfa class of behavior before it can be forecastddstead,several
theories of conflict drivers and natural language processiage beenused to select the dimensions

evaluated in this dissertation. In actuality, a production forecasting task basedatnlatent indicators
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would likely collect and evaluatevery available data strearpotentially thousands or tens of thousands

of available indicators Indeed, the primary goal of the IARPA Open Source Indicators (2011) program is
precisely to conductigh a broaesweeping evaluation o&ll availableunclassifiedlatent indicators,
including both theoreticalhsuggested and nctheoreticallysuggested data streamsThisdissertation
explores a smaller number of such indicators and focuses on a mixfutikeeoretically suggested
(group and actorbased conflict) and linguistic (part of speech taggstggamsto constrain both data
collection and computational requirements within the scope of a doctoral dissertation, and also to
enable a more thorough ahgis of the resulting models.However, it should be noted that an
operational forecasting project would likely simply acquire every available data stream and every

available filter andest each of thento determine which yielded the highest accuracyRP#, 2011).

5.1.2 FEATURE SELECTAND WEIGHTING

All text classification systems begin by transforming their input text into a term matrix of words and
documents. However, since even a word which appears just once in the entire collection becomes a

term entry, the resulting matrix is both masgdSt & I NBS | yhéanirig xh8 mdjodity af & LI NA S
terms appear in only a few documents. Such sparse terms do not convey significant meaning in that a

word appearing only once, on a High Event day, should nottresa 100% probability that documents

containing that word indicate High Event days. Removing such terms both reduces the computational
requirements of the modeling process and prevents them from biasing the resulting model. This
processisknown as F S+ G dzZNBE a St SOUGA2y dé LY FTRRAGA2Y S SI OK g
AGA GAYLERNIFYyOS¢E (2 (GKS O2fttSOGAZ2Yy® CKAA A& 2FGS
number of documents mentioning it, but can also incorporate theRvexa LINB @I £ Sy O0S Ay

collection and other factors. Feature selection and weighting are significant factors influencing the

76



accuracy of a model and an area of significant ongoing research, usually customized for any given

application(Yang & Pedsen, 1997; Forman, 2003)

The table below shows the average accuracy of two major weighting and selection approaches across

the countries, sources, and configurations tested in this chapter. The TFIDF measures refer to
calculating the Term Frequency émge Document Frequency ¢IBF) weight for each word, which
normalizes the total number of times a word appears by the total number of documents it appears in.

This is especially helpful for sourspecific stop word§ A { S & - Ay Kdzl ¢ wRidlaré goSga | 3 &
listedAy GNF RRAGAZ2YIE adG2L) ¢62NR fAadtaz odzi Ay GKS 02y
words. Here, the mean, first, and third quartiles of the TFIDF scores for all words were calculated and

only those words with higher scasevere retained as valid featuré&run & Hornik, 2011) The other

three measures simply dropped those words which had less than 30%, 70%, or 99% sparsity, which
means they appeared in at least 70%, 30%, or 1% of all documents, respectivelgdition, three

major methods of term weighting were tested: raw term frequency, TFIDF weighting, assd@ined

weighting. Chsquared weighting did not yield substantially better results than TFIDF, while being more
computationally expensive, while TFIDF onrage was 1.9% more accurate than raw term frequency.

In practice, the method which yielded the most accurate models was to weight all terms by their TFIDF
scores forthe NaiveBayesianmodel, but to perform feature selection by a simple measure of term

sparsity. All words which appeared in more than five documents (determined experimentally and as

used in papers lik&riffiths & Steyvers, 200dor appeared in more than 1% of all documents (whichever

was lower) were retained. This typically reduced thenber of words retaineddr processingoy 60

70% or more.
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Figure9 - Average accuracy of different feature weighting and selection approaches

Finally, as noted earlier, all text classification models are sensitive tddlence between topical
categories: in this case the relative ratio between High and Low Event days during the training period
(Montgomery, Hollenbach & Ward, 2012Jhus, for each model configuration tested, the system
determines the total number of HigBvent and Low Event days during the training period and iterates
over a set of permutations of those days, starting with, for example, 100 High Event and 100 Low Event
days, then trying 100 High and 200 Low, then 100 High, 300 Low and so on, then refoea2b@ High

and 100 Low, 300 High and 100 Low, and so on. This allows the system to determine the most accurate

balance of training days.

Traditionally, Nfold validation is applied to a model in which the source data is broken into N chunks
and altenating chunks are used for training and testing. However, this assumes the data is invariant
gAUK NBaLISOO 2 GUAYSET 6KSNBlFa Ay (GKaa OlasS GKS
with more recent documents actually containing the mensasf previous events that were recognized

andextracted by the TABARI system, resulting in an invalid test. In other words, if a given set of articles
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were used to assess accuracy at forecasting the events from an earlier week, it is highly possible that

z

iK2asS FINIAOtSa YIreé KF@S 06SSy GKS az2dNDOS | NIAOtSa

¢tKAA 62ddZ R YSNBfe (G§Sad (G4KS loAatAade 2F (GKS Ofl aaats

ability to forecast future events.

5.1.3 ASSESSGNACCURACY

In order to compare different model configurations, a robust accuracy metrieggired The most

basic measure of the accuracy of a classification model is the total number of correct forecasts divided
by the total number of forecasts. Thiseasure, however, assumes there is a relative balance between
the categories being forecasted. If, for example, out of 1,000 days being forecasted, 990 were Low
Event dayswith just 10 High Event days, and an algorithm simply forecasted every dayltovib&vent,

this would result in in an Accuracy Score of 990/1000 = 99%. In one set of testspsheccurate

model had an 80% Accuracy rate, but upon further investigation, the model had simply predicted
every day to be Low Event, and out of the 1,82fs in the test period, 355 were actually High Event.
While this is technically correct, it strongly favors models which thies error towards the dominant
category(Weng & Poon, 2008) In practice, this invariably favored baseline classifiers wsiiciply
predicted every day todHigh or Low\ent, depending on the relative breakdown of whadminated

the testing period.

More commonly, the output of a classifier is represented as-aadled Confusion Matrix containing four
values:True PositivgHigh Event days correct forecasted as High Event days), True Negative (Low Event
days correctly forecasted as Low Event days), False Positive (Low Event days incorrectly forecasted as

High Event days) and False Negative (High Event days incorrectlysfedeaa Low Event daysyhese
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values are combined into Precision (the percent of High Event forecasts that were actually correct),
Recall (the percent of High Event days that were actually forecast as such), also known as the True
Positive Rate, and optnally the True Negative Rate (the percent of Low Event days correctly forecast as
such). One of the most popular accuracy metrics used for assessing classifier accuracy involves
calculating the harmonic mean of the Precision and Recall scores, yielitgdi A& (y26y | &
scoreg (Rijsbergen 1979). However, this too becomes significantly skewed towards the dominate
category in cases where there is a significant imbalance between High and Low Evevtaaay& Liu,

1999) Demonstrating this problemone test configuration involved forecasting 2,205 days, of which
2,190 were High Event days and 15 were Low Event days. The model with the Higtese Eorrectly
forecasted all 2190 High Event Days, but incorrectly classified 5 of the 15 Low &emiscHigh Event.
Indeed, the models with the highestl cores tended towards test periods that were dominated by
either High or Low days. Other methods, such as Area under the Curve (AUC) scores suffer similarly
(Bradley, 1997) Indeed, constructiomnd assessment of machine learning algorithms applied to highly
imbalanced datasets is an entire field of study in it¢®laloof, 2003)and no single standard accuracy
metric has yet emerged in the field of political forecasting for this reason (Brarattmian & Schrodt,

2011).

One of the reasons that traditional metrics such as the F1 score perform poorly in this situation is that in
traditional classification tasks, such as identifying documents by topic from a larger collection, the goal is
often to achieve a balance between precision and recall (hence the use of the harmonic mean in
calculating F1). However, when forecasting political events, it may not be desirable to balance.the two
Biasing towards correctly identifying major events while mis@ngaller events may be important in

some situations, while a high false positive rate that minimizes the risk of missing an event may be

critical inothers There are a variety of variants of the F1 score that canlbigs- € FTNRBY CmMQa
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balancetowards either Precision or Recdilt this requires making a decision whether to penalize false
High Event days or false Low Event daang & Liu, 1999)In essence, one must decide whether it is
better to have many false positives and not missa MdjoS @Sy i 6 6 KA OK NARajla GKS
in which an analyst fatigues of the stream of false positives and begins ignoring the forecasts) or to have
few false positives, but miss major events (as happened with the Arab Spring). The specific
circumgances of a given usage scenario will likely dictate the precise balaga#&ed so it was desired

not to have an accuracy i that specifically penalizeohe over the other.

To best balance these competing needs and to address the extreme imb#&latveeen High and Low

event days in many test periods, a simple synthetic accuracy metric is used here, which sums the True
Positive and True Negative rates together. The higher the score, the better the overall performance,
with scores greater than 100%dicating betterthan-random performance, and a score of 200%
indicating perfect accuracy. This metric has the added benefit of equally penalizing False Positives and

False Negatives in direct proportion tioetir density irthe testing period.

Finally, mt all countries will be covered by a given news source every day, or coverage may lack specific
features, such as language representing a specific emotion, on certain days. A classifier cannot make a
forecast in the absence of input, yet the absenceestt talso does not necessarilydicate the absence

of events as censorship, media fatigue, or other media effects can impact coverage v{iRewees,
Shellman & Stewart, 2006)A human analyst reading the news each day to make forecasts about the
future monitors multiple sources, switching among them based on which has coverage on a given day,
and does not make a forecast for a given area of interest in the absence of available inforr@édtiah, (

2012. Thus, a similar approach is used here, wherendulboth testing and training periods, days in

which no text is available are dropped from consideration. In production use, such a system would
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simply display a warning message on such days alerting the user that no forecast could be nfaele for

area ofinterest fromthe givensource.

5.2FIRST EXPERIMENT: USING XINHUA TO FORECAST EGYPT

As the first test of the feasibility of classificatibased forecasting, Xinhua was selected as the smallest

of the three newswires, minimizing the computational cost mperimentation. Egypt was selected as

the first country to studyas the previous Culturomics 2.0 watkmonstrated strong emotional cues in

its mainstream media coverage that suggest lexical cues may offer insight into future activity (Leetaru,
2011). tis also the 19 mostdiscussed country in Xinhua during this period, with 72 ddi2les and is

the most mentioned Middle Eastern nation outside of Israel.

- AYKdzZ Q&8 O2@SNI3IS 2F 9 3@ v acRSpger mohiuntiE B@SsthR Y 2 NB
training period was set to January 1, 1999 through December 31, 2005, with the test period running
from January 1, 2006 through December 31, 2011. This offers an even split of six years of training data
and six years of testing data. For each dayarditles mentioning Xinhua that day were compiled and

filtered into the 19 textual surrogatesmtroduced earlier, and the day assigned into the High Event
category if the following day hadne or more events of any kind ankde Low Event category if the

following dayhad noevents. To begin with, only the lead paragraph of each anvele examinedas

this reflects the mosimportantLJ2 NI A2y 2F (GKS &02NEB LISNJ 6KS aAy@SNI
professional journalisniBell, 1991) Next, thetotal number of High and Low Event days were tallied for

each type of text (ie, dropping days that contained no person names for META NAME, for example) and

models constructed with the various permutations on the number of High and Low training days
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provided to the model, with the most accurate configuration reported in the table beltwthis way,
such a classifier, if used for operational forecastsyld be run each evening at midnight on the current
RFeQa ySga O2@SNI IS G2 thar$hg Bikdvidg Slay woul gieldSo0d: oé orel & (G 2

events.

Table5 - Egypt/Xinhua: single dagf text predicting single dayf events(1/1/1999-12/31/2005 training period, 1/1/2006
12/31/2011 test period)

TextType True Pos True Neg Accuracy Pos + Neg

FTXT_TABARIVERBS 27.74 83.66 36.88 111.40
META_GEO 48.78 62.60 51.04 111.39
FTXT_POSNONOUNS 35.42 74.24 41.76 109.66
FTXT_TONENEG 32.88 76.45 40.01 109.34
FTXT_CLEAN 30.18 78.67 38.10 108.85
FTXT_STEMMEDANDSTOPW,| 28.72 80.06 37.10 108.77
FTXT_TABARIALLACTORS 48.51 60.11 50.41 108.62
FTXT_TONE 39.32 69.25 44.21 108.57
FTXT_POSVERBS 35.86 72.30 41.81 108.16
FTXT_STOPWORDS 30.18 77.84 37.96 108.02
FTXT_POSNOPROPERNOUN 32.83 75.07 39.73 107.90
FTXT_STEMMED 28.29 79.22 36.61 107.51
FTXT_TONEPOS 33.89 73.33 40.34 107.23
FTXT_POSADJS 27.53 79.22 35.97 106.75
META_NAME 10.29 94.94 24.04 105.24
FTXT_ETHNIC 44.94 58.89 47.18 103.84
FTXT_RELIGIOUS 89.18 14.20 77.39 103.39
FTXT_ETHNICRELIGIOUS 39.72 62.82 43.43 102.55
META_ORG 0.00 100.00 16.27 100.00

A purely random classifier, which assigns each day in the test period at random to either a High or Low
Event day achieves a perfect balance of 50% True Positive and 50% True Negative, leading to a
combined Post Neg score of 100.00. Overall, it is clear there is a significant range in accuracy from
META_ORG which simply assigns all documents to Low Event days (and thus achieves accuracy no better

than random chance) through FTXT_TABARIVERBS, which achieve®aimdrkease in accuracy over
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random chance. As expected, there is an inverse relationship between the True Positive and True
Negative rates. The FTXT_RELIGKDuUS8gatedemonstrates why the traditional Accuracy measure is
insufficient here, as it biasesdrongly towards False Positives and since there are more High Event than
Low Event days here, this results in a biased accuracy scbneis, thesynthetic accuracy metric
adopted hereof adding the True Positive and True Negative rates yields a more reasonable assessment
of accuracy. In addition, while 11% better than random chance might at first seem inconsequential, a
truly random classifier cannot bias its error towards minimizialgé-Positives or False Negatives in line
with the need of a given application. From the table above, it is clear that specific text dimensions allow

one to bias in either direction as needed.

Of particular interest, thdifth most accurate classifieelies on tte raw full text of the articles and jsst
2.55%less accurate than the best modellhis suggests that even a basic classifier relying on the full
text, without using the theoretical knowledge about conflict or language used to constructtties o
textual filters, still yields an 8.85% increase over random chance. It is also interesting that removing
stop words and performing stemming actually decreases the accuracy slightly in this case. The use of
TDIDF term weighting likely accounts fdretminimal impact of stop word removal, as those will
automatically be assigned a minimal weight, while the slight negative impact of stemming likely reflects
that certain verb tenses may indicate a greater emphasis on future action. Egypt has notdwahia r
history of significant ethnically or religiouglyiven strife during the period analyzed her&\hile there
certainly has beersometimesviolent tension between the State and th€opts those tensions have

been largely smalbore and localizedFahin & Stack, 2011 with the majority ofnationalunrest being
secular in nature driven by economic or democratic inter¢kiskpatrick, 2011)and this is reflected in

the low predictive power of those dimensions.
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Returning to the discussion earlier regarding the ratio of High to Low Event days used as the training
input, the table below shows the accuracy of the model trained for each combination of the number of
High and Low training days, illustrating the draroagffect on accuracy this ratio can have. It is clear
that this ratio can be used to bias the model towards High or Low Event days to nearly any degree
required. Thus, if minimizing False Positives is more critical than minimizing False Negativas,khis c
achieved. The nolinearity of the training ratio demonstrates the criticalness of the parameter sweep

approach to test all ratios of High/Low input documents when training the models.

Table6 - Egypt/Xinhua:accuracyresuts of FTXT_TABARIVERBS training ratios of High/Low event days

High/Low
Low Train | High Train | Train Ratio True Pos True Neg Pos + Neg
100 100 1.00 4.54 95.57 100.11
100 350 3.50 10.22 91.14 101.36
100 600 6.00 18.88 86.98 105.86
100 850 8.50 15.74 88.37 104.10
100 1100 11.00 27.74 83.66 111.40
100 1350 13.50 26.34 83.93 110.27
100 1600 16.00 35.10 73.68 108.78
100 1850 18.50 41.32 63.71 105.03
100 2054 20.54 47.54 59.83 107.37
350 100 0.29 85.18 8.86 94.05
350 350 1.00 68.52 27.98 96.50
350 600 1.71 40.62 62.33 102.94
350 850 2.43 43.05 64.82 107.87
350 1100 3.14 45.00 61.22 106.22
350 1350 3.86 43.16 62.33 105.49
350 1600 4.57 50.84 55.40 106.24
350 1850 5.29 51.00 54.29 105.29
350 2054 5.87 55.22 50.14 105.36
477 100 0.21 73.23 23.55 96.77
477 350 0.73 71.17 26.04 97.21
477 600 1.26 44.40 61.77 106.18
477 850 1.78 47.21 62.05 109.26
477 1100 2.31 51.33 55.96 107.28
477 1350 2.83 47.32 59.56 106.88
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Table6 (cont.)

High/Low
Low Train | High Train | Train Ratio True Pos True Neg Pos + Neg
477 1600 3.35 50.73 55.68 106.41
477 1850 3.88 55.22 50.69 105.91
477 2054 4.31 54.68 51.25 105.92
¢tKS GlFrofSa F020S dzasS 2yfteée GKS SR LI NI INILK TN

substance of eachtory. This could have an especial impact on the ethnic and religious categories, as
suchinformation is not likely to appear in the lead paragraph unless group affiliation plays a primary
role in the events therein (such as an attack on members of a specific religion). The table below
therefore repeats the process of above, but uses thethit of each article, instead of only its lead
paragraph. For FTXT_CLE#N unaltered document texthis increases the size of thmodel input

from 37MB to 119MB, quadruples the memory consumption, and more than doubles the execution time
of each model from 20s to 45s on average. While the peak accuracy of the top model is increased by
0.47%, the average accuracy across all models is sttty decreased and most models are
significantly less accurate than with lead text. As expected, ethnic and religious dictionaries do see a
slight increase in accuracy, but the reduction in accuracy across other categories reinforces that the

body of a news articlelargely contains supporting details secondary to the narrative of the lead

paragraph(Bell, 1991) Thus, all subsequent analyses in this chapter will rely only on lead paragraphs.

Table7 - Egypt/Xinhua:accuracy 6full text rather than lead paragraphext

TextType True Pos True Neg Accuracy Pos + Neg
META_GEO 53.98 57.89 54.62 111.87
FTXT_TONE 39.16 70.64 44.30 109.79
FTXT_TONENEG 40.85 68.70 45.40 109.54
FTXT_POSVERBS 33.53 75.62 40.41 109.15
FTXT_TABARIVERBS 34.07 74.79 40.72 108.86
FTXT_STOPWORDS 28.99 78.95 37.15 107.94
FTXT_TONEPOS 33.95 73.33 40.38 107.28
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Table7 (cont.)

TextType True Pos True Neg Accuracy Pos + Neg
FTXT_CLEAN 29.15 78.12 37.15 107.27
FTXT_POSNOPROPERNOUNS | 30.88 76.18 38.28 107.06
META_NAME 14.76 91.29 27.19 106.05
FTXT_STEMMED 37.05 68.98 42.26 106.02
FTXT_STEMMEDANDSTOPWORI 60.52 45.43 58.05 105.95
FTXT_POSADJS 31.91 73.96 38.78 105.87
FTXT_TABARIALLACTORS 29.91 75.62 37.38 105.53
FTXT_POSNONOUNS 30.72 74.79 37.92 105.51
META_ORG 11.50 92.35 24.65 103.85
FTXT_ETHNIC 44.94 58.89 47.18 103.84
FTXT_RELIGIOUS 89.18 14.20 77.39 103.39
FTXT_ETHNICRELIGIOUS 39.72 62.82 43.43 102.55

5.2.1 FORECASTING HEVEENT DAYS

The tables above forecast only whether the following day will contain zero eventdhather it will
contain one or more events. The majority of the conflict literature such Sdgodt 2000) or
Montgomery, Hollenbach & Ward (2012)y a4 SFR FGdSYLWG G2 F2NBOI ad
numbers of events, rather than attempting to forecastery day having at least one event. Thus, the
table below repeats the analysid Table5, but this time, in addition to constructing models to éoast

any day with an event, it also constructs alternative models that instead forecast days with larger
numbers of events (adjusting the High/Low event threshold). It calculates the mean, median, and first
and third quartiles of the number of events paay in the training period and tests each of those as the
threshold for High Event days. This significantly improves the accuracy for all text types, with the
highest accuracy being nearly 17% greater than random chance. It also achieves signifidgetly be

balance between True Positive and True Negative rates for many text types.
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Intuitively, it makes sense that it should be easier to forecast days with larger numbers of events than
those with fewer events, especially since an isolated protest oicguon a day by itself may have far
less preceding media coverage than a massive surge of protests across a country, which are more likely

to stem from an issue that has received greater media attention in the-Ugeid unrest.

Table8 - Egypt/Xinhua: Forecasting days with multiple events

TextType High Thres True Pos | True Neg | Accuracy | Pos + Neg

FTXT_TABARIALLACTORS 16 51.04 65.55 62.40 116.59
FTXT_POSVERBS 16 46.88 69.31 64.43 116.18
FTXT_POSNONOUNS 16 47.92 68.21 63.80 116.12
FTXT_POSNOPROPERNOUN 16 48.33 67.51 63.35 115.85
FTXT_TABARIVERBS 16 44.79 70.12 64.62 114.91
FTXT_STEMMED 16 52.50 61.97 59.91 114.47
FTXT_CLEAN 16 50.63 62.66 60.05 113.28
FTXT_STOPWORDS 16 49.17 63.82 60.63 112.98
FTXT_TONE 16 38.33 73.70 66.02 112.03
FTXT_POSADJS 16 42.92 69.02 63.35 111.93
FTXT_ETHNIC 16 28.78 82.80 70.98 111.58
FTXT_TONENEG 16 38.54 72.84 65.38 111.38
META_GEO 1 48.73 62.60 51.00 111.33
FTXT_STEMMEDANDSTOPW, 16 48.33 62.49 59.41 110.82
FTXT_ETHNICRELIGIOUS 16 30.85 78.90 68.46 109.75
FTXT_TONEPOS 16 31.94 77.68 67.74 109.62
META_NAME 18 17.30 92.27 78.83 109.58
FTXT_RELIGIOUS 18 14.09 89.32 74.53 103.41
META_ORG 1 0.00 100.00 16.27 100.00

The forecasts above represent th@rsecase scenario of forecasting an event to a specific day: if a riot
occurs two days later instead of the following day, it is counted as an incorrect forecast. Few studies
impose such stringent requirements on their forecasting models, instead aljopériods of a month or

more to elapse while still considering the forecast corr@gadinsky & Horvitz, 2013)Thus, the graph

below relaxes this threshold and redefines the forecasting criteria to forecast whether a specific number
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everts will occur tle following day owithin the following two days, three days, four days, or five days
(again, testing the multiple High Event day thresholds from above). As expected, relaxing the window
yields a significant boost in accuracy, up to 32.27% better thatdorarchancewhen using META_GEO

to forecast whether there will be one or more events in the following five days. Expanding the
forecasting window to forecasting two to three days in advance yields only a minor improvement, with
the greatest improvement coing at the four to five day window. This appears to be driven by the fact
that four days already represents a substantial fraction of a week and thus begins to cluster isolated
multiday sequencesof events into single contiguous runs of events for thepmses of the accuracy

metric.
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Figure10 ¢ Egypt/Xinhua: Peak accuracy of all models by number days in forecasting window

5.2.2 EXPANDING THE EVENT CATEGORIES

As discussed in the previous chapter, there are 20 basic classes of eweler the CAMEO taxonomy,
organized into four major Quad Classes: Material Conflict, Material Cooperation, Verbal Conflict, and
Verbal Cooperation. The table and graph below show the breakdown of all Egyptian iceatifeed

by TABARI Xinhua covexge during the skyear test and train periods into these four classes and the
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total number of days that contain events from each of the categories. The giaplaysthe relative
accuracy of the optimal model in foresting each category of eventlin both cases this includes the
optimal model using a forecasting window fife days It is clear that the majority of accuracy in
forecasting general events comes from the haglturacy of Verbald@peration eventsand that the
accuracy of each category ars to be related to the total number of training exampldadeed, there

is anr=0.99 Pearson correlation between the number of days exhibiting events in each category and the
resulting maximal accuracy of the classifier in forecasting that event. @a&sgvith more eventlays

might favor models with higher false positive rates. However, given that the accuracy metric used here
is invariant to the raw number of lowvent days, considering only the proportion of those correctly
forecasted, this is lagdy accountedfor. Instead, this likely reflects the fact that a higher number of
training examples are able to more accurately capture the significant variation in the types of discourse
that precede those classes of events, as classifiers are stragggitige to the breadth of théraining

text in terms of how closely it matches thest periodtext the model is eventually applied to. In
addition, as explored later in this chapter, it is also possible that Verbal Cooperation events may be

preceded bya more limitedand regularizedet of diplomatic terminology

Indeed, a manual examination of a crasS Ol A2y 2F - Ay KdzZ Qa O02@SNI 3IS LN
events illustrates that the majority appear to come from prescheduled scripted diplomatic mgseti

such as a series of visits by President Mubarak todtalya dzo I NJ- ¢r & SummivinfSadan to broker

a peace agreemerttetween North and B dzii K { dzRI Y 0 dn{edzR bf yhésE cases, tharé i®

often narrative for a week or more precedinget meetingsthat discusseshe range of issues to be

focused on at the meeting angbtential outcomes. In this way, Verbal Cooperative events are rarely
spontaneousor isolated they are most often part of a broader sequence of diplomatic narrative

justifying and outlining what each side hopes to accomplish at the meeting. Such meetings are often

90



preceded by physical diplomatic exchanges that would also be captured in the event stream and might
offer eventbased forecasting insights. However, the majodt the discourse preceding such events is
speculative around what should be accomplished and thus only recordable through the narrative

stream.

Of particular interest is that after Verbal Cooperation, the most accurate event classes are Material
Confli¢, Verbal Conflict, and Material Cooperation. That the two classes of conflict would be the next

most accurate forecasts likely reflects the long narrative Jepdto conflict that often occurs.
Chadefaux (2012) found a strong upwards trend in confiiltted language -5 years before major

conflict (Chadefaux, 2012) ¢ KAt S 2 SaGSNYy hLISy {2d2NOS LydStftAaSy

62NR&é G(KIG 2TF0SYy LadNRIDDORSRoopY19@®2 NI 02y Ft A Ol 6

Table9 - Egypt/Xinhua Peak accuracy at forecastiriguad Classes and their relative frequencies

Event Quad Class| Pos + Neg Total Events| DaysWith Events %DaysWith Events

allcount 131.72 24681 2045 82.96
guadmatconf 116.65 2472 746 30.26
guadmatcoop 114.17 1500 559 22.68
guadverbconf 115.27 1672 585 23.73
guadverbcoop 132.27 19037 1928 78.22
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Figurell ¢ Egypt/Xinhua Peak accuracy at forecastirf@uad Classes and their relative frequencies

5.2.3 USING MULTIPLE TEXT DAYS

Each of the examples above uses a single day of input téatdoastthe number of eventexpectedin
subsequent days. Just as increasing the forecasting window boosted accuracy, it makes sense that
increasing the number of days of input text might $arly lead to better accuracy. In particular, the
more days a topic is discussed in the media, the more important it is likely to be, and expanding the
input window to multiple days allows the model to take this information into consideration. The graph
below shows the result of using META_GEO and increasing the number of input days from one day of
text to using the preceding two, three, and four days of text to forecast the following day, two days,
three days, four days, and five days of events. Thet mosurate model, achieving 43.59% better than
randomchance uses the preceding two days of META_GEO text to forecast the number of events over
the following four days.Intuitively it might seem that accuracy should increase with each additional day

of input text, as it does for increases in the number of foreedstays Instead there isubstantial

increase in accuracy when moving from a single day of text to two days of text, but accuracy then drops
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when moving to three days, and four days of textuadlly results in lower accuracy than just the first

day. This suggests that the strongest indicators occur in the 48 hours before an event, while increasing
the window beyond this increases the noise level to a point where the strongest lexical featares a
drowned out by unrelated terms. Intriguingly, the work of Leskovec, Backstrom, and Kleinberg (2009)
found that story lines tend to experience their most significant growth/decay cycle over prettiseh3

hour period.
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Figurel2 - Egypt/Xinhua: Peak forecasting accuracy by number of days of input text

5.2.4 NARROWING TO PROTESTS

There is an evesplit in the forecasting literature between forecasting broad classes of events like
Shrodt (2000) and forecasting specific typeswdrds like riots or disease outbre@Radinsky& Horvitz,

2013) To test whether narrowing to just forecasting a specific type of event might be more accurate
than attempting to forecast all types of events, the table below shows the results of exanoiniyng
those events it / f | a aProtestsa Buring the combined training and testing period there were just

161 days with one or more Protest events, containing a total of 380 protest events, of which 103 of
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those days (64%) occurred during the testipdy totaling 286 protests. Protest events are highly

bursty, with the majority of protests occurring in surges on isolated single days. In addition, the majority

of protest events (75%) occur from December 2010 to March 2011, reflecting the unrest Bgyptian

revolution and represent a sharp departure from the dayday norm of the training period. Usimgo

RFea 2F AyLdzi G§SEG | yR F2NBOI &G A Y Bneévkn§ acEuatyfis?2 ¢ A y 3
fairly low, reflecting the sharp degpture of these protests from the previous periods. The extreme false

positive rate indicates that the models simply could not find sufficient distinguishing language.

Most intriguing is that the only text type to achieve measurable accuracy is FTXTPOOpEgesting

that surges in positive language are most predictive of protests ddhisgperiod Indeed, while the

protests involved violent clashes and destruction of propértg my 51 @aé¢ > HaMthdre adt NB (i S
was significant optimism portyed in coverage of the protests, part of the broader discourse around the
ANRGAYI I N O {LINAYy3IZ HAGK fSIFIRSNE df221wAy38 I KS|
O2yaSyadz GKFG ¢2dZ RX 3Idz 8l Y[ & SEgipKenvassgrieSiNeudi & 2 F

F2ft2s (KS RSEGSE2LIVSyGa Ay CdzyAarl Ot2a8t& |yR |
achievedsince their independenésd a w S & LIS O Tiufhisiansy in neturd, dallied in mass gatherings in
supportof their Egyptian coyi i S NLJI NIi & OKyyplevieripRyeda crticaMrolela® an evacuation

staging point during the subsequent unrest in Libya, with many countries evacuating their citizens

through embassies and ports in the neighboringcountriy 9 Yo I ada €€ X HAMMU

94



Table10- Egypt/Xinhua Accuracy at forecastingrBtest events

TextType True Pos True Neg Accuracy Pos + Neg

FTXT_TONEPOS 96.10 4.95 8.08 101.05
META_GEO 100.00 1.02 4.42 101.02
FTXT_TABARIALLACTORS 100.00 0.18 3.62 100.18
FTXT_TONE 100.00 0.14 3.57 100.14
FTXT_RELIGIOUS 100.00 0.13 3.97 100.13
FTXT_POSNONOUNS 100.00 0.09 3.53 100.09
FTXT_STOPWORDS 100.00 0.05 3.48 100.05
FTXT_STEMMED 100.00 0.05 3.48 100.05
FTXT_CLEAN 100.00 0.05 3.48 100.05
FTXT_POSNOPROPERNOUNS 100.00 0.05 3.48 100.05
FTXT_TONENEG 100.00 0.05 3.48 100.05
FTXT_TABARIVERBS 0.00 100.00 96.56 100.00
FTXT_POSVERBS 0.00 100.00 96.56 100.00
META_ORG 0.00 100.00 96.56 100.00
FTXT_POSADJS 0.00 100.00 96.56 100.00
FTXT_ETHNICRELIGIOUS 0.00 100.00 96.55 100.00
FTXT_ETHNIC 0.00 100.00 96.54 100.00
FTXT_STEMMEDANDSTOPWORI 0.00 100.00 96.56 100.00
META_NAME 0.00 100.00 96.56 100.00

5.2.5 PEERING INSIDE THE MODELS

To better understand the specific language being focused on by the models dtadlell reports the

conditional probabilities learned by the FTXT_TONEPOS rdizdeissed above for EgyptiamoEest

events in Xinhua. This repregsithe word weightings learned by the model from the training data that

are mostor least predictive of future f@test events. In all, just 29 words appeared with sufficient

regularity to be incorporated into the model, Wif S 2dza G | & A ywabkffaund do2bdR X & LIS
predictive of protests. At first glance this would appear counterintuitive, however upon review of
CAYKdzE Qa O020SNI IS 2F 93FeLWAlLy LINRGSAG SoSydGaz - A

protesters to return home or to keep theepce during periods of instability. For example, after a
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YIAaA@BS NRA2G 2F pZnnn LIS2LX S 2y hOG206SNI HmME wHAanp
Y2NB GKIFy wmnn LIS2 LIGEnd fmfaIsf AR AzRadziiB Bheé PopekKdd Alexandria

of Egypt called on Saturday for both Muslims and Coptic Christiaf&gyptto appeal to reason and
keeppeaceand securitg 6 ¢ [ S RA y 3k fact, thismgp 0 O02YY2y GKSYS KN~
coverage of protest: in the days preceding actual protest evetigre are cds from authorities for

& LIS | WHicR are eventuallyignored The presence of terms likiagreementé éceremonyé and

GRA LI 2YWILWISHONI (2 KIF @S 06SSy fSENYSR o0& GKS Y2RSt 0

respect to forthcoming dipimatic meetings, such as peace sumpriiissing away from Protest events

Tablell - Egypt/Xinhua: FTXT_TONEPOS model term conditional probabilities for protest events

Term Low Mean Low Var High Mean High Var
agreement 5.51 12.60 0 0
peace 4.38 4.22 4.99 1.01
support 3.30 8.31 0 0
party 3.02 10.05 0 0
agreed 2.24 10.81 0 0
free 2.10 7.86 0 0
health 2.00 8.36 0 0
ambassador 1.88 7.42 0 0
fair 1.69 6.46 0 0
agreements 1.59 7.11 0 0
ceremony 141 14.19 0 0
prince 1.33 6.51 0 0
aid 1.12 5.63 0 0
special 1.08 6.51 0 0
liberation 0.97 6.68 0 0
unity 0.90 5.21 0 0
safe 0.87 5.84 0 0
natural 0.79 5.48 0 0
solidarity 0.75 5.97 0 0
good 0.73 5.06 0 0
brotherhood 0.68 5.46 0 0
diplomatic 0.59 4.54 0 0
crown 0.54 4.13 0 0
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Tablel1 (cont.)

Term Low Mean Low Var High Mean High Var
neighbors 0.54 4.28 0 0
relief 0.52 5.18 0 0
strategic 0.51 5.17 0 0
unified 0.48 4.64 0 0
confidence 0.46 4.44 0 0
helping 0.39 3.70 0 0

The table below shows a sample of the raw conditional probability output oFtFT_TONEPOS model
for 11 days. These are the respective probabilities that the following day will belong to either the Low
Event or High Event categories, respectively. It is immediately clear that the majority of the false
positive forecasts are thrgh a significant margin (median of 6.88% difference between High and
Low), suggesting that the model is significantly off. However on day 472 the difference fell tel9,18E

suggesting that some additional tuning of the model could potentially ineré@s accuracy slightly.

Tablel2 - Egypt/Xinhua: Raw conditional probability output by day

Day # Low Prob High Prob Predicted Actual
468 2.75463E94 1.00E+0Q High Low
469 2.19E94 1.00E+0Q High Low
470 3.45E88 1.00E+0Q High Low
471 2.75E97 1.00E+0Q High Low
472 1.18E19 1.00E+0Q High Low
473 7.48E113 1.00E+0Q High Low
474 1.00E+00 4.34E12 | Low Low
475 2.82E94 1.00E+0Q High Low
476 6.81E89 1.00E+0Q High Low
477 2.44E69 1.00E+0Q High Low
478 6.70E73 1.00E+0Q High Low

Returning toTable8 from earlier in this chapterthe META_GEG®urrogateachieved just over 11%

greater accuracy than random chance when forecasting the incidence of any type of event the following
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day. Table13showsti KS (2LJ G4Sy (GSN¥xya FTNRBY (K Y2RSft Qa O2YyR
KAIKSad oAla (2¢FNRa | A3IK 9@Sy(d RlataisStg whiethk S FA NE
tenth term also relates to the Isradfalestinian conflict. Egypt played a significant diplomatic role in the
IsraeliPalestinianconflict during this periodespecially through a series dfscussions with the Italian
government, ik A Quderiined the need for the European Union to support Egypt's efforts to help the
Palestinians prepare for an expedtisraeli withdrawal from Gag@ & + A & A (iBgypt hadextansived

relations with Italy at the tmeda A Iy Ay 3 | ArthdebldgitzlJCdoperatifrR protocol for
exchanging expertise and archaeological missionsd & [ S| R and mgtahtiatingianformal bilateral

security cooperation agreemeiit & ! 3 NB S Y S yitdlyéwas evemiewed as a utopigor many, with

& Ygration to ItalyX 0 S O a dofearh foEn@any Egyptian youth, particular those residing in the Nile

Delta governorateso a 5 SLI2 NI A& RSEREp 6 @02 NR A {aB-Egydtieslare hvimngrian I NI A
flourishing momenX hel agreements signed on Wednegdairther enhanced thétaly-Egyptstrategic

LI NIHYSNEKALI FNIXYS I dzy OKSR Ay O6wiA iNd GISTHeRMEWRE Hna nlo
Mozambique appears to come from Egypt often being discussed alongside other African nations due to

its being grouped by majoNon-Governmental Organizatiorss part of Africa rather than the Middle

East, as in a 2003 report on African economic progress that studied Egypt alongside 6 other African
YEGA2yasS RAA&AOdzA&AAY 3T GKS R8BS KK 2 WE ( A yoIia ISTENSFARINDYCEINER £
2003) 9 38 LI Qa O2yySOlGAz2y gAGK . Fy3fl RS inkhe D&y NBE 2
of nations (Egypt, Bangladesh, Indonesia, Iran, Malaysia, Nigeria, Pakistan, and Jurkey$ R2 dzo t A y 3 ¢

2001)

That META_GEO is predictive of future events is therefore unsurprising, as it suggests that specific
locations play predefined roles in Egyptian society at different tim&sy discussion of Italy in news

coverage of Egypt during this period is likelyréwolve around a new partnership between the two
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nations, while discussions of the Gaza Strip or Israel are likely to involve Egyptian attempts at brokering

LIS OS o ¢CKA& fINBStfe NBFESOGa 932LIiQa NRES |a |
partnerships (or their precursors such as the fallout of a recent conflict) likely formally scheduled and
discussed over the days and weeks leading up to an event. The connections to Mozambique and
Bangladesh are similarly due to the way in which Egygeised by the world (as part of Africa) and the

way it views itself in the world through the regional partnerships it joins (#8doup).

Yet, beyond its practical applicability to forecasting, the situating nature of these spatial ties also reflects

a strong geographical dimension to cultural fra@iy G KIF G 2 F & Odahidhdpdtes 352 31
GAYRADGARdIzZEE | OG2NR YR Aaz2tl SR O2YYdzyAlGA®BmX OAY
stretches across the globéJackson, 1989)While culturd geography traditionally refers to the way in

which culture varies across geography, here it is reflective of how specific geographic locations can
occupy highly specific and predictive roles in a socieBf. course, the terrbased Naive Bayesian
modelsused here can only offer lists of locations and their associated probabilities with respect to

future events. The contextualization of those locations into a descriptive narrative tying them into a
broader cultural framing must therefore be deferred tcethuman user. Yet, even so, the ability of this

approach to guide a human user to unexpected geographic ties and to provide quantitative affirmation

of expected ties, offers significant potential for visualizing, exploring, and understanding these pattern

in more detail.
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Table13- Egypt/Xinhua: Model conditional probabilities for META_GHGcationsmost predictive of High Event days

Term Low Mean Low Var High Mean High Var High Bias

strip 5.51 11.71 9.50 19.67 3.99
syria 6.19 10.72 8.33 12.60 2.14
gaza 6.98 13.09 8.95 18.70 1.97
italy 2.13 6.91 4.05 11.02 1.92
bangladesh 0.18 2.50 1.83 8.36 1.65
mozambique 0.32 3.75 1.82 8.31 1.49
damascus 0.23 3.21 1.39 8.35 1.16
germany 2.67 9.31 3.53 10.53 0.86
columbia 0.31 3.67 1.13 8.11 0.81
jerusalem 1.79 7.40 2.60 9.55 0.81

To explore this concept further, the table below shows the same model, but displays the top ten terms
that most strongly bias towards a Low Event day, rather than a High Event day. Surprisingly, the top
three terms once again relate to the West Bank aateRtinians. Delving further, it appears the driving
force between this dualism of linguistic indicators is that Xinhua describes the contested region as the
Gaza Strip when there is high potential for an event the following day, but discusses it asgshBaik

or to the people living there aBalestinians whethere is a much lower probability of an event. Indeed,

a closer analysis of articles during the training period illustrates that articles referring to Gaza often
document specifiongoingactivities, such as Egyptian border guards killing smugglers at the Egyptian
Gaza borded & { Y dz3 3t Swilieéadicles refarpng ® the Palestinian people refer more often to
diffusesummariesi K & R2 y20G 02y aidAiddziS RankindOndsie®l] GiRaRS ot S
activities in the Palestinian territoriés 6 & ¢ NHzOThié iHustnatesraguad@mental concept of media
framing in journalism: different terms can have specific connotations or be used in different contexts to
reflect diferent approaches to an issue (Tankard, 2001 also suggests that models are likely to be the
most accurate when they access the original wording, rather than applying synonym translation or other

normalization approache®RodriguezHidalgo& Agudq 2000).

100



Tablel4 - Egypt/Xinhua: Model conditional probabilities for META_GHGcationsmost predictive ofLowEvent days

Term Low Mean Low Var High Mean High Var High Bias

bank 10.87 16.60 5.22 9.76 -5.65
west 10.83 16.52 5.23 9.71 -5.61
palestinian 541 8.73 0.28 1.83 -5.13
saudi 9.05 12.40 4.71 8.77 -4.34
jordan 9.19 13.27 4.93 9.45 -4.26
arabia 8.51 12.01 4.61 9.34 -3.90
general 5.36 8.48 1.84 5.35 -3.52
morocco 5.16 14.26 1.65 521 -3.51
ramallah 3.76 12.29 0.55 4.62 -3.21
yemen 4.26 10.64 1.23 5.31 -3.04

5.2.6 LEARNING FROM MORE RECENT KNOWLEDGE

Each of the models above learns from six yearsesisabout Egypt(1999 through 200band applies

that learned knowledge to forexst eventsfor the following six year2006through the end of 20111

Yet, thetest period contains the Arab Spring and a national revolution within Egypt that brought down
its government, while the training period contains mcidents that approactthis level of societal
unrest. Indeeda papermpublished by the administrator in charge of ICEWS a year before the Arab Spring
noted the reliance of many forecasting models on studies of decaltksonflicts that might not reflect

modern realite® h Q. NASY > HAamnoL ®

To test this theory, the same moded) process is repeated, but here the training period is limited to
November 1, 2008 (since September 2008 Xinhua content is unavailable in LexisNexis) through October
31, 2010, with the test period running from November 1, 2010 through August 31, 2GR re$ults in

an approximate balance of two years of training data to forecast the following two years, vastly reducing

the time horizon over which the models must function from 12 years down to 4 years. As before, an
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array of models are tested, explognHigh Event thresholds of the mean, median, first, and third
quartiles of the number of events per day in the training period. In each case, the preceding two days of

text are used to forecast whether the following day will be a High or Low Event day.

The table below summarizes the results of this analysis, demonstrating the most accurate forecasts yet,
approaching even the accuracy of the relaxed-fiagy forecasting window, but when using the more

stringent singleday criterion. The most accurate tetype, FTXT_POSADJS, achieeesracy of 25%

better than random changewith 77% accuracy at recognizing Low Event days and nearly 50% accuracy

G NBO23yATAy3 | A3K 9@Syild Rreazr LXFOAYy3a Al 6AGKAY
practice, such a system might update its internal model each day, retraining on a rolling window of the

past two years, eliminating older knowledge and constantly incorporating new knowledge into the

model. The model could also be weighted to place mor@gmsis on more recent articles, biasing its

knowledgebase towards more recent events.

Of additional note, the third most accuragurrogateis FTXT_CLEAN, the original raw unfiltered text.
This is significant in that it means that the most basic modéhout the benefit of the theoretic
underpinnings that drive the filtered versions of the text, can achieve substantial accuracy at forecasting
future conflict. Gven there are likely substantial accuracy improvements that could be achieved
through more avanced modeling techniques, it is likely that with further work, this accuracy could be
improved even further, and opens the possibility of using basic classifiecpdaationally predict

conflict in novel situations.
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Tablel5- Egypt/Xinhua best models (training 10/200810/2010; testing 11/201Q; 8/2012)

TextType High Thres True Pos | True Neg | Accuracy Pos + Neg

FTXT_POSADJS 9 47.71 77.78 65.97 125.49
FTXT_STEMMED 9 56.87 67.41 63.27 124.28
FTXT_CLEAN 9 53.82 68.64 62.82 122.46
FTXT_POSNONOUNS 9 50.00 72.10 63.42 122.10
FTXT_POSNOPROPERNOUN 9 51.91 69.88 62.82 121.78
FTXT_STOPWORDS 9 50.00 71.36 62.97 121.36
FTXT_POSVERBS 14 48.10 73.08 67.17 121.19
FTXT_TONENEG 9 58.78 61.98 60.72 120.75
META_GEO 9 59.16 60.49 59.97 119.65
FTXT_STEMMEDANDSTOPW,| 9 50.00 69.63 61.92 119.63
FTXT_TABARIVERBS 2 35.14 84.02 47.53 119.16
FTXT_TABARIALLACTORS 2 37.35 81.07 48.43 118.41
FTXT_ETHNIC 10 40.42 77.96 64.35 118.38
META_NAME 14 27.22 89.00 74.36 116.21
FTXT_TONE 9 51.91 63.95 59.22 115.86
FTXT_TONEPOS 6 42.26 72.81 57.42 115.07
META_ORG 6 32.14 81.82 56.76 113.96
FTXT_ETHNICRELIGIOUS 14 29.11 81.69 69.22 110.81
FTXT_RELIGIOUS 3 7.27 96.45 34.48 103.72

The table below examines FTXT_CLEAN in more distaily the top 10 terms most closely associated

with subsequent High Event days. It is of interest that four of the ten are loecetlated. Sharm and

Sheikh refer to Sharm -&heikh, which is a popular destination for regional peace conferences., Thus

the system has learned that increases in discussion of this city likely indicate an impending peace
conference, which ties in with the mostifNR y 3t @ ¢ SA I K (i SThe ocBNIM TeasefliedzY Y A (i ©
offensive, and strikes reflect heavy clashes betweeaels and Palestinian forces during the training

period Xinhua coverage invariably notetiat these clashe2 O O dzZNINE Rgypfifaffed SoN&neiw

a ceasefirebetween Israel and the Palestinian factiéns 6 & a A f A Gftayliigdhé Esuliing codficts

ad a2YSUKAYy3a 932Lii O2dA R KI @S LINBGSYiGSRo® LY RSSR:

alleged propensity to fire rockets from Egypt into Israel and the resulting protests, diplomatic
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exch y3Sas>s |yR RA&aOdziaA 2 Vhe dialbgles N imgetingsadarkng thisi petiod H 1 m 1 0
regardingthe IsraeliPalestinian conflict brought Egypt together with Kuwait, @atnd other regional
YIGA2ya O0GANOOMARIYENNGGEAGQAa ol OLAy 3 TFheMbldihk £ S&AGAY
EgyptlateA Y HAnd O0GwWStRXANNBEYT2NDHD P9I LI Qa aAIYyATAOI
Cooperation and Material Conflict events during this period and the resulting high ability to forecast

such events.

Tablel6 - Egypt/Xinhua: FTXT_CLEAN conditional probabilities (training 10/2008/2010; testing 11/2010; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

summit 7.50 35.17 17.64 51.21 10.13
ceasefire 6.16 25.39 14.13 41.50 7.97
aligned 1.94 26.98 9.29 51.24 7.35
offensive 1.27 7.49 6.57 19.22 5.30
strikes 0.57 5.27 5.62 30.09 5.05
sharm 5.62 29.06 10.51 41.48 4.90
sheikh 5.54 26.35 10.33 38.63 4.79
kuwait 1.08 8.72 5.74 27.28 4.66
emergency 1.35 6.93 6.00 27.19 4.66
doha 2.13 24.22 6.66 33.42 4.53

Table 15epresents a significant increase in accuracy over the origingka2 model results of able5.

Yet, rather than being a result of more recent training data yielding better results, this could merely be a

result of less input text, which reduced the amount of noise words in the mddeleed, reducing the

input text from using full text to lead paragraphs significantly increased accuracy in a similar way. Thus,
the table below repeats this experiment, using an earlier training period of November 1, 2002 through

October 31, 2004, wielkeeping the test period the same. The resulting modedseven more accurate

than in Table 15rd there is yet another reordering of the text types.
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Tablel7 ¢ Egypt/Xinhua best models (training 11/200210/2004; testing 11/201Q; 8/2012)

TextType High Thres True Pos | True Neg Accuracy | Pos + Neg

FTXT_ETHNIC 14 58.23 71.23 68.13 129.46
FTXT_ETHNICRELIGIOUS 14 61.39 67.91 66.37 129.31
FTXT_POSVERBS 6 48.21 74.92 61.47 123.14
FTXT_CLEAN 11 74.18 48.46 56.67 122.64
FTXT_STEMMEDANDSTOPW,| 14 82.28 38.90 49.18 121.18
FTXT_POSNONOUNS 11 77.00 43.17 53.97 120.17
FTXT_STOPWORDS 11 80.28 39.87 52.77 120.15
FTXT_TONEPOS 14 53.80 65.62 62.82 119.42
META_GEO 11 70.42 48.68 55.62 119.10
FTXT_TONE 6 42.56 75.53 58.92 118.09
META_NAME 14 31.65 86.25 73.31 117.89
FTXT_STEMMED 11 71.36 46.26 54.27 117.62
FTXT_POSADJS 6 69.05 48.04 58.62 117.08
META_ORG 11 36.15 78.81 65.17 114.96
FTXT_TONENEG 6 30.65 83.38 56.82 114.04
FTXT_RELIGIOUS 20 34.12 79.74 72.74 113.86
FTXT_POSNOPROPERNOUN 11 72.30 40.53 50.67 112.83

9EIFIYAYAY3I G(G(KS O2yRAGAZ2YLFE LINRoOolFoAftAGE (lFo6tS 2F C¢
are top terms, but the list also reflectsfa2 Odzad 2y 9 3@ LJi Q& LJdzo f A ®d FIdAILINEI T °
2004) while the discussion of the Red Sea and foreigners was driven by a set of bomb attacks against
resorts in the area which killed many foreign tourigisat / 2 Y RS Y ydi ¢ I ¢ dpxilniBehd@ &

stemmed from close relations between the two countries during this period, including an agreement on

Palestined 6/ 2y aSyadzaés wHnnno

Table18- Egypt/Xinhua term conditional probabilities (training 11/200@10/2004; testing 11/2010¢ 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

summit 4.63 16.19 7.54 19.70 2.91
arab 5.58 11.06 8.09 14.56 2.50
prime 1.63 6.05 4.04 8.54 2.41
crisis 1.91 7.61 4.23 13.34 2.32
sea 1.23 8.58 3.48 17.31 2.25
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Table18(cont.)

Term Low Mean Low Var High Mean High Var High Bias

foreign 4.03 6.80 6.21 8.60 2.18
meeting 3.61 8.12 5.71 10.74 2.10
red 1.17 7.96 3.21 16.07 2.04
turkey 0.81 6.44 2.84 10.36 2.03
darfur 0.48 4.34 2.27 23.28 1.79

Repeating this again for the same test period, but using the petib@/2005 to 11/1/2007 as the
training period, the order of the text inputs changes again, but this time accuracies are more on par with

the original training period from Table 15.

Table19- Egypt/Xinhua best models (training 11/200510/2007; testing 11/201(Q; 8/2012)

TextType High Thres True Pos| True Neg Accuracy| Pos + Neg
FTXT_POSNOPROPERNOUN 10 71.67 51.05 58.47 122.72
FTXT_POSNONOUNS 8 74.56 47.89 59.37 122.46
FTXT_POSVERBS 10 65.42 55.27 58.92 120.69
FTXT_TABARIALLACTORS 4 73.15 47.51 63.12 120.66
FTXT_CLEAN 8 64.46 56.05 59.67 120.51
FTXT_TONENEG 10 69.58 50.82 57.57 120.40
FTXT_ETHNIC 16 42.31 77.44 70.54 119.75
FTXT _STEMMEDANDSTOPW,| 4 42.12 77.39 55.92 119.51
FTXT_POSADJS 4 52.71 66.67 58.17 119.38
FTXT_STEMMED 4 68.72 50.57 61.62 119.29
FTXT_STOPWORDS 8 64.11 54.74 58.77 118.85
META_GEO 10 79.17 39.34 53.67 118.51
FTXT_ETHNICRELIGIOUS 16 38.46 79.48 71.47 117.94
FTXT_TABARIVERBS 10 76.25 41.69 54.12 117.94
META_NAME 10 28.33 89.46 67.47 117.79
FTXT_TONE 8 60.98 55.26 57.72 116.24
FTXT_TONEPOS 8 42.51 70.79 58.62 113.30
META_ORG 10 18.33 91.78 65.32 110.12
FTXT_RELIGIOUS 16 83.33 18.86 32.13 102.20
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The table below once again shows the top terms from FTXT_CLEAN that bias towards High Event
RIeaod Ly GKA&a OFass GKS LINBOIESyOS 2F dawshs ySé ||
FTNEY [Sobly2y Ay Wdzd 2At thetime thetedveré ai lBadtyino prantinent Egsgti ¢ O ©
LR2fAGAOFE fSIFERSNER 6AGK GKS yIFYS ! KYSRZ0 A{yLdS IdIRSANEIZ
2007) and Egyptian Foreign MinistekhmedAbul Gheitdo & / 2 y & dzf ( | (bdtre of whorh ween n 17 0 =
widely involved in Verbal Cooperative agreements. Fr@nge LINB @I £ Sy OS | LILISF NB R

diplomatic relations between it and Egypt owhe HezbollalL 8 N> St A O2y Ff AO0 o604 Caé X

Table20 - Egypt/Xinhua term conditional probabilities (training 11/200610/2007; testing 11/2010; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

plane 0.00 0.00 2.67 25.55 2.67
chief 1.02 4.02 3.63 8.50 2.60
saudi 2.69 9.42 5.19 13.25 2.51
talks 3.23 6.39 5.63 7.98 2.40
ahmed 2.01 5.60 4.37 8.48 2.36
french 0.93 5.99 3.09 14.72 2.16
prime 2.57 7.04 4.71 8.17 2.14
african 0.72 6.11 2.63 9.44 1.91
arab 4.99 7.54 6.86 11.26 1.87
foreign 3.63 5.32 5.42 6.15 1.79

Perhaps most intriguing about this series of experiments is that as the training period is moved
backwards from the test period, the accuramfythe modelsdoes notdecreasesolelywith age as might

be expected if information had a natural lifespan asstsd with it that decayed with timé&respective

of all other factors Empirical worlon media cycles such as Leskovec, Backstrom, and Kleinberg (2009)
have long demonstrated that individual storylines have relatively short lifespans, usually measured in
days to hours and that newer information continuously displaces older informafidnis is largely due

to the physical constraints that historically limited the volume of information that a news outlet could
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RAAASYAYIGS SI OK Rl & 3Gahsy YA prirh newskaPer lday &ty KrdahyS ¢ 6
words it can print each day, a television or radio news station is limited to the 24 hours in ea@nday

even web publications are limited by the volume of content their reporters can write

At the san8 GAYS>EX (G(KS RdzZf O2yOSLIia 2F aNBOSyode I yR
GySsaog2NIKAYySaaéd Ay oKAOK (GKS ySgSNI I LIASOS 2F A
(Galtung & Ruge, 1965; Golding & Elliott, 1979; Bell, 1991). Thus, nethest information holds the
INBIFGSad agltdzSé FyR G(GKS FTAESR aAl S 2F GKS ySsgakz
newer information, the news media becomes a temporalystrained window over societal behavior

that covers situationgs quickly as possible after they occur and phases them out of discussion almost

as quickly (Doran, Pendley & Antunes, 1973; Moeller, 1999). Furthermoreywsdriven fieldssuch as
economics,information is most valuable when it is in limited circulation and thus the competitive
FRGFyYyGF3aS 2N &I dardb dimisished Bverdwhild & i§ stifi réc2iWNdy media attention

(Stierholz 2008; Halzack, 2012).

If newer informationisi KS Y2 aid aySéag2NIKeeé¢ FyR RAaLIFOSa 2fR
information losing economic value with the length of time it has been in circulation, this would suggest
GKFG AYTF2NXVIGA2Yy aK2dzZ R SELISNR SsyledSvaldalyfe oder tink.y1d ¢  LINE

fact, however, simply because a story has ceased to be covered by the news media does nids mean

[atN
M\

societal impact has beediminished. In fact, thét A YLIJ Ot ¢ 2F +y S@Syid |yR A
largelydecoupledproceses(Doran, Pendley & Antunes, 1973; Moeller, 1999). This is reflected in the
peak model accuracies seen above, in which the oldest training period, ending six years before the
training period, yields an accuracy of 29% better than random chance, follow28% greater accuracy

three years prior and 25% better immediately prior. While this still represents significant change in
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accuracy over the three periods, accuracy does not decrease directly with age: in fact the oldest training
period yields the higest accuracy. This suggests an alternative explanation, that rather than decaying
directly with time, the predictive power foinformation changes in concemith how closely the
underlying events and discourse of the training period aligns with thengggteriod. This is in following

with the general literature on text classification systems that models yield the highest accuracy when

the training and testing periods are as closely aligned as possible (Sebastiani, 2002).

In the context of the predidte value of information, this suggests thaneath the collection of specific
time-dependent storylinegovered by the news media each daxist underlying timendependent (or

FG €Srad f2y3 K2NAT 2y 0 YI adSNI yl NNdtal haB8ives s#eNJ a Y S
situated (Lyotard 1984) For example, while a mass shooting in the United States may fade from the

news agenda within a few days, it is situated in a tingefinite American metanarrative of gun
ownership(Lott, 2010)that sustans longterm thematic continuity across the individudiscussion®f

specific shootings. Indeed, the continuity of metanarratives and their interplay with-dependent

stories are a key component of the cultural framing that both influences and isenfled by the

information sphergGupta, 1992).

Turning to the geographic locations most closely associated with Egyptian events in each training period,
in 20022004 it was Turkey, the Red Sea, and Darfur, in -2200§ it was France, and in 202810 t

was Sharm ebBheikh, Kuwait, and Doha. That there would be such disunity in locative contextualization
across the three time periods, yet each achieved relatively similar accuracy at forecasting the same
future two year period, suggests each of thosedtions instantiates a story contained within a larger
metanarrative of Egypt as a regional superpo@arnett, 1993) Throughout all three training periods

Egypt played a central role in mediating regional conflicts, especially clashes between Istael an
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Palestine. In this way, while the specific countries Egypt interacts with at any moment may change
from month to month,its role as a peace broker and regional diplomat remains constant over this

LISNA2R® ¢Kdaz SOSYy | & Sb eragedidBGipiNBdngs, it Yikhy Sy O S

(p))

NBEALISOG G2 9 3eé Liadléendugh tobepkedidtivg af fuNike ¥eritsy Bhis may largely be
RdzS G2 GKS NBflFIGA@S adroAftAade AYLRAaSR o0& 938&LJQ3
andytical period ofjust the pastdecade examined here. Yet, even if these factors were significant, it

still demonstrates that at least in a relatively unchanging country, the predictive value of information

appears less influenced by its age and morehaydegree to which it aligns with the test period.

5.3EXPANDING TO OTHER SOURCES AND COUNTRIES

Studying Egyptian events through the eyes of Xinhua suggests a number of key traits of information and
discourseas they relate to forecasting. Yet, to ensurels findings are generalizable, it is critical to
expand the analysis to consider additional news sources and additional countries, especially from across
different geographic regions. Four additional countries (Indonesia, South Africa, Brazil, and ¥3erman
from two additional sources (Agence France Presse and Associated Press) are added to the Egypt/Xinhua

analyses.

Indonesia was selected for its long history of ethnic and religious cofBlctrand, 2004)ranking 24

2y CSINA2Y Q3 dnmalizationdndex.(iThiy fradide€ ahlid€alitest of whether the ethnic and
religious grougbased text filters properly reflect such grobpsed discourse in countries with known
groupbased conflict.lt is also the 18-most mentioned country in Xinhua74 in Agence France Presse,

and 40" in Associated Press. This suggests there is sufficient coverage volume to offer a reasonable
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number of input documents to the models, compared to a territory like the Midway Islands, with just 21
articles mentioningtiin Xinhua over the entire 1979 to 2012 periofs an Asiatic country, Indonesia
allowsthe exploration ofregional differences in coverage and its close proximity to China tests whether

Xinhua covers Asiatic or neighboring countries differently.

Representing Africa, South Africa was selected as the African nation with the most coverage across the
three sources, the 1'8most covered country overall in Xinhua™@a Agence France Presse, @8f in
the Associated Press. As a natBmglishspeaking countd Y R G KS 201 A2y 2F (KS
0dzNB Il dz F2NJ Fft 27F a2 dziitkaSddffers! the NbiliQy [to exptoré/i2etidd kis | € = H 1
increasesAssociated Press attention of the country due to greater cultural linkggeseil adl
Rosenvall, 1984Nu, 2006) This could also indirectly affeétnhua and Agence France Presseerage
of South Africa, even though English is not their primarily publication language, in that greater global
coverage could indirectly feed back into thtention paid to the nation, increasing its news value.

NI TAf o1& aStSOGSR (2 NBLINBaSyd [ I (Aygebgaphdh OF | &
area and population. t lis ranked 48 in Xinhua, 58 in Agence France Presse, and'45 Associated
Press coverage. Finally, in Europe, France is the-disxzissed continental European nation in all three
sources, but given that Agence France Presse is based there, this could potentially bias its findings, even
in spite of the filters usetb identify only international stories frorthe newswire Thus, Germany, the
nextmostcommon European natiowas selectedranked 1 in Xinhua, 8 in Agence France Presse,
and6"Ay GKS ! 88420AFGSR t NBaao D S NiNahcjaBcenéer chaMBISOA vy Sy U

shape its coverage in the three sourd®@gu, 2006)
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5.3.1 EXPLORING THE COUNTRIES

Table21 shows the total number of articlementioning each country in the training and tesj periods,

the total number of days containing one or more articles in each period, and the total number of events
of any kind in each period. The training period is set to the same November 1; @@t&er 31, 2010
period used earlier, with the same November 1, 20ugust 31, 2012 testing period.able22 breaks

out the number of events in each period into their respective Quad Class categories of Material Conflict,
Material Cooperation, Verbal Conflict, and Verbal Cooperation. The last column for each
Country/Source entry shows the Pearson correlationdmetn the event distribution for the training and
testing periods, with all falling into the range0.980.99. This illustrates the training and testing

periods are closely aligned in terms of the relative distributions of event classes.

Table21 ¢ Total number of articles and events by train and test periods for all countries and sources (training 11/2008
10/2010, testing 11/201Q; 8/2012)

Country Source | TrainArts | TestArts | TrainDays | TestDays | Train Events Test Events
germany afp 28162 29501 730 670 12790 12039
egypt afp 11304 22463 729 670 9357 15852
egypt xinhua 19673 20945 725 668 7251 7381
indonesia | xinhua 13634 11113 719 661 3457 3118
germany xinhua 12097 10061 718 659 2782 2359
southafrica | afp 6104 7946 720 668 1450 1713
egypt apmain 4525 6992 730 670 2533 5063
brazil afp 7527 6896 717 665 4464 3000
indonesia | afp 7589 6138 729 666 4941 3536
germany apmain 6446 5857 730 670 3323 2317
southafrica | xinhua 5282 5446 684 635 929 927
brazil xinhua 9789 4849 709 615 3617 1354
southafrica | apmain 2519 2650 730 670 425 460
brazil apmain 2889 2513 729 670 1406 636
indonesia | apmain 2334 2409 730 670 913 824
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able22 ¢ Breakdown of event types in training and testing periods by country and source (training 11/200&2010, testing 11/201@; 8/2012)

Train Train Train Train Test Test Test Test Event
Country Source | MatConf| MatCoop | VerbConf| VerbCoop| MatConf | MatCoop | VerbConf| VerbCoop| Correlation
jermany | afp 1612 1043 1485 8650 1394 870 1383 8392 0.9999
egypt afp 1139 410 904 6904 2568 1233 2476 9575 0.9976
2gypt xinhua 513 339 478 5921 1195 735 743 4708 0.9954
ndonesia | xinhua 430 284 250 2493 353 417 168 2180 0.9946
jermany | xinhua 337 208 236 2001 218 211 189 1741 0.9984
southafrica| afp 219 119 168 944 295 106 153 1159 0.9977
2gypt apmain 314 379 270 1570 889 758 768 2648 0.9945
orazil afp 376 287 347 3454 389 279 324 2008 0.9995
ndonesia | afp 1184 355 588 2814 776 282 441 2037 0.9982
jermany | apmain 557 493 400 1873 352 313 260 1392 0.9997
southafrica| xinhua 104 49 77 699 104 50 87 686 0.9999
orazil xinhua 221 196 259 2941 89 96 75 1094 0.9993
southafrica| apmain 63 73 42 247 63 82 36 279 0.9993
orazil apmain 144 234 167 861 118 106 78 334 0.9833
ndonesia | apmain 244 192 75 402 204 127 56 437 0.9794
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Table23 ranks all text types by their peak and average accuracies across all countries and news sources,
while Table 24 breaks the results down by news source. Agence France Presse exhibits such high
accuracies across all text types that it ends up dominating the majority of the entfiebie23. In fact,

as Table 25 shows, it is the most accurate news source overall across all five countries, 8% more
accurate overall than Xinhua, which, in turn is 9% more accurate than the Associated Pab$s9

showed that in Xinhua coverage of Egypt, Verbal Cooperation events were vastly more plteditia

other types of events. Verbal Cooperation eventmgitute 74% of all Xinhua events for the five
countries, 66% of Agence France Presse events, and 56% of Associated press evhatdigirer
accuracy of Agence France Presse does not appear due to it having a higher density of more predictable

events andhus appears to be an actual characteristic of the outlet itself

Table23 ¢ Peak accuracy by text type across all countries and sources (training 11/20@82010, testing 11/201@; 8/2012)

Text Type Max Pos + Neg AveragePos Neg

FTXT_CLEAN 135.54 115.92
FTXT_POSNOPROPERNOUNS 134.06 115.84
FTXT_POSVERBS 131.57 115.67
FTXT_POSADJS 130.61 115.39
FTXT_POSNONOUNS 130.13 115.17
FTXT_STEMMED 133.83 115.07
FTXT_STEMMEDANDSTOPWORD 132.01 115.02
FTXT_STOPWORDS 133.98 114.56
FTXT_TABARIALLACTORS 132.71 113.93
FTXT_TABARIVERBS 133.51 113.86
META_GEO 128.89 112.36
FTXT_TONE 131.35 111.97
FTXT_ETHNIC 122.30 111.89
FTXT_TONENEG 131.96 111.71
FTXT_ETHNICRELIGIOUS 118.53 110.87
FTXT_TONEPOS 132.05 110.82
META_NAME 123.81 110.23
META_ORG 129.11 108.93
FTXT_RELIGIOUS 112.45 104.56
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Table24 - Peak accuracy by source and text type across all countries and sources (training 11¢20008010, testing

11/2010¢ 8/2012)

Source / Text Type

afp
FTXT_CLEAN
FTXT_POSNOPROPERNOUNS
FTXT_STOPWORDS
FTXT_STEMMED
FTXT_TABARIVERBS
FTXT_TABARIALLACTORS
FTXT_TONEPOS
FTXT_STEMMEDANDSTOPWORD
FTXT_TONENEG
FTXT_POSVERBS
FTXT_TONE
FTXT_POSADJS
FTXT_POSNONOUNS
META_ORG
META_GEO
META_NAME
FTXT_ETHNIC
FTXT_ETHNICRELIGIOUS
FTXT_RELIGIOUS

apmain
FTXT_STEMMEDANDSTOPWORD
FTXT_TONENEG
FTXT_STOPWORDS
FTXT_POSVERBS
FTXT_POSADJS
FTXT_POSNOPROPERNOUNS
FTXT_TABARIVERBS
FTXT_TONEPOS
META_NAME
FTXT_TABARIALLACTORS
FTXT_STEMMED
FTXT_POSNONOUNS
FTXT_CLEAN
FTXT_TONE
FTXT_ETHNICRELIGIOUS
META_GEO
FTXT_ETHNIC
FTXT_RELIGIOUS
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Max Pos +Neg

135.54
134.06
133.98
133.83
133.51
132.71
132.05
132.01
131.96
131.57
131.35
130.61
130.13
129.11
128.89
123.81
122.30
118.53
112.45

118.08
115.82
114.95
114.71
114.60
113.40
113.26
112.61
112.57
112.40
112.16
112.14
111.92
111.08
109.22
108.89
108.68
106.31

AveragePos + Nec

109.10
108.63
108.03
108.31
108.07
106.83
105.43
107.83
106.39
108.25
106.66
107.46
108.73
104.49
105.71
105.76
105.42
105.01
102.69

100.68
100.12
101.67
103.73
100.73
101.31
100.64
101.34
100.92
101.52
102.38
101.11
101.67
100.91
100.65
100.24
100.81

99.00



Table24 (cont.)

Source / Text Type Max Pos +Neg AveragePos + Nec
META_ORG 100.00 100.00
xinhua
META_GEO 127.48 103.10
FTXT_POSADJS 125.49 105.26
FTXT_STEMMED 124.28 104.75
FTXT_TONENEG 123.04 103.10
FTXT_CLEAN 122.46 104.51
FTXT_POSNONOUNS 122.10 106.25
FTXT_POSNOPROPERNOUNS 121.78 104.48
FTXT_STOPWORDS 121.36 103.74
FTXT_POSVERBS 121.19 105.25
FTXT_TABARIVERBS 121.00 104.49
FTXT_STEMMEDANDSTOPWORD 119.63 103.48
FTXT_TABARIALLACTORS 118.41 103.32
FTXT_ETHNIC 118.38 103.09
FTXT_TONE 117.83 102.61
FTXT_TONEPOS 116.42 101.83
META_NAME 116.21 103.53
META_ORG 116.11 102.87
FTXT_ETHNICRELIGIOUS 113.07 102.45
FTXT_RELIGIOUS 108.87 98.40

Table25- Peak accuracy by source across all text types, countries and sources (training 112002010, testing 11/201(Q;
8/2012)

Source Max Pos + Neg AveragePos + Neg

afp 135.54 106.85
xinhua 127.48 103.71
apmain 118.08 101.14

Table 26 Bows the same results, but broken down by country and source across all text types. Agence
France Presse yields the most accurate forecasts for all five countries, followed by Xinhua for all but
Germany and Indonesia. There appears to be no correlatoi s SSy S| OK a2 dzZNDOSQa ydz
or events about a country and its relative accuracy at forecasting events in that country. Average article

length also does not seem to be a factor, as Associated Press articles have the longest average length,
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followed by Agence France Presse and Xinhua, and all three have nearly identical average words per
SPgSyio 9 @ Ssfandind derysor<hia of faBoy dhrest did not prevent Xinhua from covering

many incidents of labor unrest in Germanyd 2 2 NJ S NJEugdesting she difference is also not
RNAGSY o6& OSYyazNERKALI 2F &ALISOATAO G(G2LKAOa® hyS Lk
DSNXIye YR LYR2YyS&Al 02dzZ R 06S (GKS !3a20A13G§SR t N
(2006)found thatthea 4t NSy 3G K 2F | ySga a2dNDOSQa LIKeaAOlf LINB
GKS fS@St 2F FGdSyaArzy IyR RSGFAET AG gAftt LI & GF
f20FGSR Ay WF{IFINIIFIZ KIR o0& HnmAY 200 $O0ONBS OK ¢ 4 K vd OIOX
while its Berlin bureau oversaw coverage for all of Central Europe and was the hdtseledicated

Germanlanguage newswiré ¢ a2 2 NB.€ = HAany 0

58t Ay 3 FAdNIKSNI dzaAy3I DSNXI ye | ZonthiymoRknfaviniitod/s - Ay K
language in some case§or example®S | &4 2 OA | i JyRnerttiondsl & & EBérld foolicf Rr® | f

offering (EURO)5,000 ($7,180) to anyone able to help them find vandals who set fire to 18 cars parked in
residential neighbokK 2 2 Ra 2 @INGF Ay=RK (f, évhiles Xinhua slemabibed the sanepisode as

GOFNJ I NE2Yy fdzylo@&RE SR I NBA2Y | 0FGRXEdRHASR dzLIt @ 0ik |
describingl KSY & &l LINEOddeR Szy b @& B sigh#iadtipéedictive power of

location (META_GEO) in Xinhua is reflected in its listing of the actual districts of Charlottenburg,
Tiergarten,Neu-Hohenschonhauserand Teltow-Flamingwhere the arson occurred ¢ [ dzy I O € X H A v
while the Associated Press noted lprthat the attacks occurredh y G NBaAARSYGALFf ySA
60a+l yRI f 3Both XinhuavamdOAbsociated Press coverage of the arson attacks quoted major
politicians, but framed the attacks as unknown criminal activity. In stark contrast, Agence Frasse

coverage of the attacks strongly framed them in a political context, focusing on the potential linkage to

A N

GEBRYI SEGNBYAZGEE & a4 KOS I2E ik pieniial thad &us o pplice

117



staffing instituted by one of the major pttal parties had caused the deterioration in security
6a/ 2y asSoOdzlh éSehcE, whila theviitst two sources simply reported the factual details of the
arsons, Agence France Presse discussed their political context and potential impact, placivgthin

a strong political framework.

This same pattern is seen with another major event, the resignation of the German President over
controversial remarks he made about the militalyinhua and Associated Press once again reported the
factual newsof his resignation and its immediate contextd Y2 SKf SNE = H n m while a wS Y N.
1 38y 0S CNIyOS tNB&aasS O2y(SEldad tAT SR GKS ySga Ay
governmento a ¢ g A Y ¢ IVhile allMhreg sources cover German fi8i in detail, Agence France

Presse stands out for framing its coverage in terms of its political impact. In fact,
FTXT_TABARIALLACTORS, which reflects mentions of global political leaders and organizations, is nearly
twice as predictive for Agence FranPresse coverage across all five countries as it is for Xinhua or the
Associated Press. It is also suggestive that the top four-auustrate text types for Agence France

Presse are all versions of the original raw text, rather than the various thealtefittered versions, as

this is further evidencethat the specific language lending its accuracy is not found in the other
dictionaries. In contrast,Xinhua and Associated Press rely more heavily on the filtsuedgateslike

location mentions and ewotional language.
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Table26 - Peak accuracy by country and source across all text types (training 11/2Q082010, testing 11/201Q; 8/2012)

Country / Source Max Pos + Ne¢ AveragePos + Nec
brazil

afp 127.80 103.51

xinhua 127.48 105.60

apmain 114.60 100.69
egypt

afp 135.54 115.70

xinhua 125.49 106.81

apmain 114.71 102.24
germany

afp 125.99 105.82

apmain 115.82 100.58

xinhua 112.93 101.16
indonesia

afp 120.27 102.90

apmain 118.08 101.22

xinhua 113.82 101.76
south africa

afp 120.22 103.77

xinhua 117.32 100.63

apmain 108.01 99.93

Table 27 repeats the results offable9, but looking across all five countries and all threarses.
Ranking the event Quad Classes by their average accuracy yields an ordering idethtatabtd able9,

while ranking them by peak accuraagross all countries and sources still places Verbal Cooperation as
the most readily forecasted, but ranks Material @ecation as the nexinost accurate, with Verbal
Conflict and Material Conflict the fourth and fifth, respectivelyable28 breaks these results down by
country, illustrating that Verbal Cooperation is indeed the most predictable event class across all five
countries. The ordering ofhé remaining categories varies significantly from country to country,
howeverTable29 shows it does not appear to be correlated with the number or relative distribution of
each event class in the training or testing periods. Thus, the next section will focus on teasing out the

underlying patterns in coverage of each country.
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Table27 - Peak accuracy by event type across all countries and sources (training 11/220&010, testing 11/201G;
8/2012)

Event Quad Class Max Pos + Neg AveragePos + Neg

guadverbcoop 134.06 106.24
allcount 135.54 105.86
guadmatconf 121.33 101.87
guadverbconf 123.51 101.62
guadmatcoop 125.67 100.67

Table28- Peak accuracy by country and event class across all text types (training 11/2208010, testing 11/201a;
8/2012)

Country / Event Class Max Pos+ Neg AveragePos + Necg
brazil
guadverbcoop 127.80 105.59
allcount 121.47 105.07
guadverbconf 115.05 99.59
guadmatconf 112.13 100.77
guadmatcoop 109.61 100.05
egypt
allcount 135.54 110.41
guadverbcoop 134.06 111.35
guadmatcoop 125.67 103.30
guadverbconf 123.51 105.79
guadmatconf 121.33 105.12
germany
guadverbcoop 125.99 104.68
allcount 122.44 104.38
guadverbconf 118.08 100.81
guadmatconf 115.82 102.08
guadmatcoop 112.56 99.73
indonesia
guadverbcoop 120.27 103.68
allcount 116.21 103.29
guadmatconf 109.54 99.83
guadverbconf 107.79 99.16
guadmatcoop 106.37 99.77
south_africa
allcount 120.22 104.16
quadverbcoop 119.15 101.30
guadverbconf 105.56 100.06
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Table28 (cont.)

Country / Event Class Max Pos+ Neg AveragePos + Nec
guadmatcoop 105.48 100.09
guadmatconf 104.17 99.98

Table29 ¢ Percent of all events in combined training and testing periods for each country by Quad Class

Country %VerbCoop %MatConf %MatCoop %VerbConf

brazil 70.96 9.77 10.04 9.24
egypt 64.51 14.07 9.61 11.81
germany 66.44 13.01 10.05 10.51
indonesia 58.87 20.27 12.18 8.68
southafrica 66.85 13.90 9.99 9.27

5.3.2 PEERING INTO THE MODELS: UNDERSTANDING COBNEIRYRIVING FACTORS

As the tables above demonstrated, there is little conformity among the five countries or three sources
regarding the textual indicators and event types most readily forecasted. While Agence France Presse is
the most predictive source overall and Verbalbferation events the most predictable, the evidence
supporting why this might be is scarce. Thus, this section seeks to tease apart the models in more detail
to understand some of the underlying patterns they are learning. To begin Wathie 30 shows the

most accurate text type across the three sources for each country. As with the earlier results, each
country has a ranking slightly different thaithe others, with few largescale patterns readily

identifiable amongst them.

Table30- Peak accuracy by country and text type across all event classes (training 11/2008010, testing 11/201Q;
8/2012)

Country / Text Soure Max Pos + Necg AveragePos + Nec
brazil
FTXT_POSNOPROPERNOUNS 127.80 104.79
META_GEO 127.48 104.05
FTXT_CLEAN 124.06 105.04
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Table30(cont.)

Country / Text Soure Max Pos + Necg AveragePos + Nec
FTXT_STEMMED 123.92 104.93
FTXT_STEMMEDANDSTOPWORD 120.80 103.53
FTXT_POSNONOUNS 120.47 106.31
FTXT_POSVERBS 120.01 105.48
FTXT_TABARIVERBS 119.57 104.12
FTXT_TABARIALLACTORS 119.49 103.29
FTXT_POSADJS 118.24 104.41
FTXT_STOPWORDS 117.07 103.53
FTXT_TONE 116.86 102.58
FTXT_ETHNIC 113.07 103.43
FTXT_ETHNICRELIGIOUS 113.07 103.19
FTXT_TONEPOS 112.79 103.26
META_NAME 111.48 103.76
FTXT_TONENEG 110.91 101.84
META_ORG 109.61 100.93
FTXT_RELIGIOUS 105.31 100.27

egypt
FTXT_CLEAN 135.54 110.40
FTXT_POSNOPROPERNOUNS 134.06 110.62
FTXT_STOPWORDS 133.98 109.96
FTXT_STEMMED 133.83 111.13
FTXT_TABARIVERBS 133.51 110.84
FTXT_TABARIALLACTORS 132.71 109.37
FTXT_TONEPOS 132.05 107.95
FTXT_STEMMEDANDSTOPWORD 132.01 109.82
FTXT_TONENEG 131.96 109.15
FTXT_POSVERBS 131.57 112.23
FTXT_TONE 131.35 109.27
FTXT_POSADJS 130.61 111.49
FTXT_POSNONOUNS 130.13 111.04
META_ORG 129.11 111.03
META_GEO 128.89 107.06
META_NAME 123.81 107.24
FTXT_ETHNIC 122.30 105.74
FTXT_ETHNICRELIGIOUS 118.53 104.44
FTXT_RELIGIOUS 112.45 101.66

germany
FTXT_POSVERBS 125.99 104.34
FTXT_CLEAN 124.61 104.59
FTXT_TABARIVERBS 123.95 103.56
FTXT_STEMMED 123.84 104.38
FTXT_POSADJS 123.23 102.98
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Table30(cont.)

Country / Text Soure Max Pos + Necg AveragePos + Nec
FTXT_POSNOPROPERNOUNS 123.05 103.91
FTXT_STOPWORDS 122.00 104.44
FTXT_POSNONOUNS 121.47 104.13
FTXT_STEMMEDANDSTOPWORD 121.45 103.12
FTXT_TABARIALLACTORS 121.44 102.73
META_GEO 121.16 102.58
META_NAME 118.70 103.29
FTXT_TONE 118.26 103.02
FTXT_ETHNICRELIGIOUS 118.08 103.09
FTXT_TONENEG 117.68 103.06
FTXT_TONEPOS 117.15 101.63
FTXT_ETHNIC 116.30 103.10
META_ORG 115.12 102.02
FTXT_RELIGIOUS 110.14 101.29

indonesia
FTXT_STEMMEDANDSTOPWORD 120.27 102.91
FTXT_TABARIALLACTORS 120.09 102.91
FTXT_POSNONOUNS 119.30 103.01
FTXT_CLEAN 117.03 103.36
FTXT_TONE 116.21 101.39
FTXT_ETHNIC 116.06 102.28
FTXT_STEMMED 115.71 103.32
FTXT_STOPWORDS 115.15 102.76
FTXT_ETHNICRELIGIOUS 114.71 102.07
FTXT_POSVERBS 114.28 103.12
FTXT_TONEPOS 113.92 101.31
FTXT_POSNOPROPERNOUNS 113.73 103.37
FTXT_TABARIVERBS 113.72 102.43
FTXT_POSADJS 113.31 101.71
META_GEO 112.38 101.26
FTXT_TONENEG 111.32 101.34
META_NAME 106.99 101.59
META_ORG 106.64 100.09
FTXT_RELIGIOUS 106.41 99.79

south_africa
FTXT_STEMMEDANDSTOPWORD 120.22 101.68
FTXT_CLEAN 119.15 103.83
FTXT_STOPWORDS 117.94 102.12
FTXT_POSNOPROPERNOUNS 117.70 102.54
FTXT_ETHNIC 117.36 102.10
FTXT_POSNONOUNS 117.09 104.62
FTXT_ETHNICRELIGIOUS 115.88 101.97
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Table30(cont.)

Country / Text Soure Max Pos + Necg AveragePos + Nec
FTXT_POSADJS 115.70 102.82
META_GEO 115.65 100.91
FTXT_TONENEG 114.97 100.98
FTXT_POSVERBS 114.57 103.02
FTXT_TABARIALLACTORS 114.24 101.34
FTXT_TABARIVERBS 113.91 102.03
FTXT_TONE 113.60 100.63
FTXT_STEMMED 112.95 101.84
META_NAME 110.83 103.29
FTXT_TONEPOS 107.84 99.49
META_ORG 106.64 102.24
FTXT_RELIGIOUS 105.65 100.66

Looking to Germany once again, it is the only country for which META_NAME approaches at least the
middle of the accuracy ranking, in this case using Agence France Presse source text and predicting all
event types with a High Evetitreshold of 7 events pettay. Table 31dts the top 10 of the 36 terms in

this model most predictive of future High Event days. Upon close examination, each entry is a major
European leader or leader of Iran or Afghanistan. The last name, John Demjanjuk, is a Ukrainian
Ameria@an who was accused of being a prison guard at a Nazi extermination camp and during the period

of analysis underwent a series of higtofile court decisions. In essence, the model has learned that

when foreign leaders are discussed in context with Germamygence France Presse news coverage, it

indicates a likely impending summit with resulting cooperative agreements. In particular it has learned
GKFG YSStGAy3Ia sA0GK . NAGFEAYQa D2NR2Y . NRgSY 2NJ CNIy

subsequent summit and action.
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Table31 ¢ Most predictive terms of future events for Agence France Presse coverage of Germany for META_NAME (training
11/2008¢ 10/2010, testing 11/201G; 8/2012)

Term Low Mean | Low Var High Mean | HighVar High Bias

gordon_brown 0.76 3.77 3.72 9.80 2.96
nicolas_sarkozy 1.09 4.39 3.41 8.66 2.33
dmitry_medvedev 0.40 3.07 2.21 9.07 1.81
george_w_bush 0.32 3.50 2.13 8.27 1.80
mahmoud_ahmadinejad 1.55 6.76 3.20 10.27 1.64
angela_merkel 3.72 6.62 5.31 7.86 1.59
barack_obama 4.04 6.70 5.27 7.25 1.23
david_miliband 0.00 0.00 0.97 5.98 0.97
hamid_karzai 0.42 4.55 1.08 6.72 0.66
john_demjanjuk 0.25 2.76 0.87 6.87 0.61

wSLISFGAY3 GKAA F2N - AyKdzZ Qa O2 OSAUE3ME pealFaccr&cN® | y& |
just 2.5%better than random chancewith just 11 terms total in the model, seen Trable32. Once

again, the names are dluropean leaders, with the highest name being the former President of Poland

and a significantly increased emphasis on Russia, including Dmitry Medvedev, Vladimir Putin, and Sergei
Ivanov (a highanking Russian defense minister), as well as Middle Eas¢aders. Repeating for
METANAMEfor Associated Press, just two names are captured: Angela Merkel and Barack Obama,
linking the country solely to the United States. Three different sources reporting on the same country

over the same time period thus flect three very different geographic and political lenses through

which that country is viewed. Thissgenin their respective descriptions of a meeting between UK

Prime Minister Gordon Brown and German Chancellor Angela Merkel in April 2010. Agance F

Presse mentioned that the meeting followed discussions earlier in the week witPrés®lent Barack

Obama and French President Nicolas Sarkeggrding Irard & ¢ 2 dz3 K § WiileXinhua mentioned

only thatthe two metd 6 a SSG ¢ adtheh mA @ OA I 1 SR t NB a & SeniSrydipldnty SR 2 y f
FNRY . NRAGFEAYZ (GKS ! o{ & Cwele\p&SoE themSdNdgibny Butdid matzd a A |

mention thembynam@& a . I O1 £ X HaAamMnO
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Table32 - Most predictive terms of fuure events for Xinhua coverage of Germany for META_NAME (training 11/2008
10/2010, testing 11/201@; 8/2012)

Term Low Mean | Low Var High Mean | High Var High Bias

lech_kaczynski 0.00 0.00 3.92 17.58 3.92
barack_obama 1.66 10.92 5.46 15.12 3.80
angela_merkel 4.09 10.43 6.78 11.06 2.69
gordon_brown 0.51 4.03 2.14 9.05 1.62
dmitry_medvedev 1.24 8.14 2.33 8.58 1.09
sergei_ivanov 0.38 3.66 1.29 6.72 0.91
ali_larijani 0.41 3.97 1.29 6.72 0.88
benjamin_netanyahu 0.94 5.22 1.73 7.40 0.79
anders_fogh_rasmussen 0.47 4.61 0.92 6.84 0.45
nicolas_sarkozy 1.89 10.30 2.13 7.74 0.24
vladimir_putin 0.47 4.61 0.69 5.13 0.22

Table 33 &plays all ten terms from the META_NAME model for Agence France Presse coverage of
Brazil, reflecting its strong focus on Latin American leaders. The presidents of the United States and
France and the US Secretary of State are the onlyraegional namedo be captured in the model.

adzOK Fa 932LIiQa Y2RSt OFLIIdINBR AG&a LINRPYAYSYd NPt
DSNXIyedQa OFLS¢gzBROA (R ARANRY S . NI T AfQa SyGNARSa NI
Table34SELX 2NBa G(GKA& TFTdNIKSNE RAaALIF&@Ay3d GKS GSNY f 4
coverage, whictpeaks at27.48%better than random chance Here Haduras is the most predictive

locative name, reflecting its 2009 coup that caused ripples of discussion across Latin America and

prompted another flurry of coverage in 2011 when the country was readmitted to the Organization of

American States and Brazastablished diplomatic relations withdta ! LILI2Z AY G £€ X HAMMO
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Table33- Most predictive terms of future events for AFP coverage of Brazil for META_NAME (training 112002010,

testing 11/2010¢ 8/2012)

Term Low Mean | LowVar High Mean | High Var High Bias

luiz_inacio_lula 1.63 6.03 7.45 15.92 5.82
manuel_zelaya 0.89 6.03 2.85 12.83 1.96
nicolas_sarkozy 0.38 3.31 2.16 9.94 1.79
hillary_clinton 0.57 4.45 2.19 9.87 1.62
roberto_micheletti 1.05 6.65 2.54 12.97 1.50
barack_obama 1.26 6.20 2.72 8.71 1.46
mahmoud_ahmadinejad 0.84 6.59 2.13 12.42 1.28
jose_serra 0.55 6.81 1.24 8.47 0.70
oscar_arias 0.35 3.65 0.84 6.44 0.49
hugo_chavez 1.14 5.91 1.60 6.64 0.46

Table34 - Most predictive terms of future events for Xinhua coverage of Brazil for META_GEO (training 112008010,

testing 11/2010¢ 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

honduras 13.59 29.00 33.02 56.34 19.44
haiti 13.26 70.61 29.06 128.43 15.79
france 16.06 50.78 31.39 103.60 15.33
costa 7.37 16.55 17.70 32.86 10.33
rica 6.78 15.91 16.93 31.65 10.14
portugal 2.76 9.39 12.32 49.65 9.56
spain 5.17 15.10 13.98 31.18 8.82
chile 8.05 14.92 15.84 24.21 7.80
venezuela 10.33 19.41 18.10 27.12 7.78
bolivia 7.28 16.69 14.74 24.52 7.46

It is clear that when it comes to political leaders and geography, the most predictive terms are highly
localized and strongly steeped in local political and cultural context. Even within a single country and
text type, each news agency covers global ésdrom a different perspective, such as biasing towards
Eastern or Western political leaders or focusing on the domestic political implications of major events.
Continuing the exploration of Brazilable35 looks more broadly at the language predictive of future

events, showing the top 10 of the 522 terms appearing in the FTXT_CLEAN model (its third most
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accurate) for Agence France Presse coveragheohation. A manual review of coverage during the

training period reveals that the bias towards aviati@tated terms and France is largely driven by the

Air France Flight 447 Brawl-France crash in the Atlantic Ocean in June 2009. This crastecesub

regular stream of news coverage and cooperative agreements regarding the subsequent search and
investigationd & , S NJ F YR ®F KIAfYRE L I wis2diaaf 8 2 . NJ | biggesh & K2 Y

KFra YIRS AG 2yS 2

QX
Q)¢

commercial aviation manufacturer in the world w8 & dzOO S
SO2y2YA0 022Yé3X |YyR ¢K2a$S LJ I ySa | Nise@cbap&ative LIJdZNOK |

agreements in countries like China, that result in significant coveia@ied Yo NI SNE X HAmMAa 0

Table35 - Most predictive terms of future events for Agence France Presse coverage of Brazil for FTXT_CLEAN (training
11/2008¢ 10/2010, testing 11/201G; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

air 5.45 26.91 23.84 94.35 18.39
iran 6.47 23.80 24.76 74.04 18.29
turkey 2.16 12.12 17.69 82.43 15.54
nuclear 3.81 15.85 17.56 55.24 13.75
france 5.36 22.01 18.40 65.35 13.05
deal 2.81 10.51 13.17 46.16 10.36
atlantic 2.35 15.77 12.37 50.53 10.02
plane 1.73 9.14 10.81 44 .81 9.08
tehran 1.63 9.32 9.87 38.76 8.24
jet 2.10 11.67 10.00 36.28 7.91

Turning to IndonesiaTable 36 shows the top 10 of the 322 terms in the Agence France Presse
FTXT_CLEAN model, which demonstrate a strong centralization on the repeated cycle of earthquakes
and tsunami watches that plaguée nation, including a 2004 tsunami in which 168,000 were killed
6a{ SAayYz2ft 2 Heaitliedmbdel hasemrned that each time there is a report of an earthquake,
there is a subsequent report of a tsunami, which in turn is immediately followed bgssive influx of

foreign aid and countless verbal statements of solidarity or condolences from foreign leade3 2 NS A 3y
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I A R¢ %, aswelh ap Gnvariably accusations of corruption and mismanagement of disaster response
activitiesd & C I A f dzNJnéédzthistisvery similar to the kinds of rulesets learned by Radinsky &
Horvitz (2013) regarding the sequencing of droughts, storms, and cholera outbreaks. In addition, US

t NSAaARSY(d hol Yl Qa OKAfRK22R (ASa -naorityickustry Giditedy G NB
by Secretary of State Hilary Clinton and she was involved in a number of diplomatic exchanges with the

country over this period & / £t AYG 2y £ X Hnndo

Table36 - Most predictive terms of future events for Agee France Presse coverage of Indonesia for FTXT_CLEAN (training
11/2008¢ 10/2010, testing 11/201G; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

clinton 1.52 12.98 7.20 32.33 5.68
quake 3.46 12.17 8.39 28.30 4.93
tsunami 2.90 16.25 6.97 37.05 4.06
sumatra 1.45 9.13 5.42 24.78 3.97
earthquake 1.36 7.28 5.10 22.97 3.74
least 1.20 10.57 4.93 23.45 3.73
struck 1.09 5.87 4.34 16.91 3.26
killed 3.01 10.07 6.14 18.51 3.14
magnitude 1.44 7.12 4.49 16.60 3.04
padang 0.77 11.52 3.80 24.82 3.03

Continuing the analysis of Brazil and Indonesia through the eyes of Agence France Presse, but narrowing

the focus to Material Conflict events, rather than all events, the following two tables outline the top

terms for their respective FTXT_CLEAN modetswith the Verbal Cooperatiedominated All Events

model, the top terms iMable 37#evolve around the Air France crash, which appears to have dominated

Agence France Presse coverage during this time period. Also prominent are terms related to the 2010
Hatian earthquake, which killed Brazilian military personnel stationed théré . 22 aG &l wHAamMA O
RFEYIF3ISR AS@OSNIf 2F (KS O2dzyiNEQa FIFHOAtAGASAOSD ¢ K¢

tied in the Agence France Presse narrative to the Godi® Q& RS & A NBasiazourdirZNad®l®toa i A
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LINE2SOG AGaStT | 0NERInNRpreSIYYAR Soyiii2 Yoh SGOA1 Y2321 (K sirEBYEN 12 0
turn lead to considerable discussion about other conflicts the country might become involved in,
including Lebanon, and foreign conflicts it was currently involved in, such as leading the 2004 UN
stabilization mission in Haifi & { f 2 4 NJX.( Tadsy/ énée again,mhe hews agency contextualized

its coverage in politicakrms, here capturing thepolitical dimension of natural disaster.

Table38 shows the same results for Indonesia. While the focus on tsuraated language ofable36

Aa adAtf aSSysy KSNB Al FLIISINBR G2 0S RNAGSY o0& gA
funds. A 2009 summit that partily focused on earthquake relief assistance was marred by thousands

2F LINPGSAGSNAR YINOKAYy3 | ONRaa GKS O2dzyaNEB | 3FAya
GKAOK KI @S RIYF3ISR UKS ONBRAOAfAUE 2 fieoftkehmd® 3I2 JSN
corrupt countries in the worlglo & . | £ A &ven aisubsepuedt visit by US President Obama a month

after a tsunami killed 430 and a volcano displaced 100,000 led thousands of protesters to take to the
A0NBSH K2t RAYy 3 dsthE appgrihg ia hdodekia, hiskvill ddly add to our griéf

0aLaf I YA @ tog o all efsthis avas®trong coverage of an increase in suicide attacks targeting

Western tourists and hotels in the country during the periodi + A A € ).y OSé€ > wHnamn
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Table37 - Most predictive terms of future Material Conflict events for Agence France Presse coverage of Brazil for
FTXT_CLEAN (training 11/200&0/2010, testing 11/201(@; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

air 3.96 24.10 26.55 96.33 22.59
france 3.86 19.22 21.53 72.27 17.67
haiti 2.49 19.32 17.85 62.71 15.36
atlantic 1.53 14.84 14.90 58.93 13.38
jet 1.44 10.67 11.92 44.80 10.48
flight 1.39 11.27 10.07 44.79 8.68
plane 2.03 12.17 10.44 47.83 8.41
quake 1.78 12.64 9.92 33.32 8.14
missing 0.64 5.43 8.16 45.16 7.52
paris 0.93 6.91 8.38 33.74 7.45

Table38 - Most predictive terms of future Material Conflict events for Agence France Presse coverage of Indonesia for
FTXT_CLEAN (training 11/200&0/2010, testing 11/201(@; 8/2012)

Low Mean Low Var High Mean High Var High Bias
tsunami 2.04 10.09 10.58 45.26 8.54
killed 2.37 7.87 8.82 22.14 6.45
people 4.03 8.69 9.47 19.27 5.44
least 0.98 7.17 6.16 28.49 5.18
volcano 0.59 5.21 5.45 30.32 4.86
islands 0.18 2.44 4.64 21.95 4.46
hotels 0.41 5.50 4.83 32.86 4.41
missing 1.63 8.26 5.54 23.32 3.90
powerful 0.21 3.10 3.97 17.93 3.76
injured 0.28 3.04 3.96 22.04 3.67

5.3.3 TESTINGROSEOUNTR¥MODELS

As the results thus far have demonstrated, each of the models appears to be learning highly andrce
country-specific features that are not likely to be generalizable across countries. For example, learning
that discussions of earthquakes awien followed by tsunamis and subsequent diplomatic agreements

and protests in Indonesia is not likely to offer much predictive power over estimating future events in
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Brazil. Likewise, learning the political leaders and nations must closely associated witk 8razil
ascendency tahe global stage as a preeminent Latin American diplomatic power is not likely to be

helpful in forecasting Indonesian events.

To test this quantitatively, the Agence France Presse FTXT_CLEAN models for forecasting Verbal
Cooperationevents in Indonesia and Brazil were stdgl. To compute the baseline accuracy of
forecasting events in the same country it was trained e model was firstrained and testedn the
FTXT_CLEAN version of Agence France Presse coverage of Indonesithe Heodel was given news
coverage of Indonesia and Indonesian Verbal Cooperation events during the training period and again
during the testing period. This yielded a baseline of 17.@8%er than random chance, and was
repeated for Brazil, yielding4.06% over random chance. This demonstrates the accuracy of the model
when trained and tested on the same country. In the second configuration, the model was trained on
Indonesian news coverage and Indonesian Verbal Cooperation events, but then tedBedziian news
coverage and used to forecast Brazilian Verbal Cooperation events. The resulting acclicatgsthe

model performedno better thanrandom chance Similarly, when the Brazilidrained model was
applied to forecasting Indonesian evenising Indonesian coverage, the accuracy plummeted below the

baseline, to just 5.72% above random chance.

Thus, as evidence from examining each of the forecasting models in detail has suggested, the models,
while predictive of future eventsgain ther predictive powerby learning very narrowly constrained
linguistic indicators descriptive ofietanarratives distinct to a particular cultural environment. Indeed,
much as a hew human analyst learns that the political processes which drive events ipsiadare

highly distinct from those in Brazil, the models here have indirectly learned those same discerning rules.
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In fact, the improper application of general patterns from one country to forecast those in another has

been at the root of many of the flaidzNB a4 2 F LI ad F2NBOlFadAy3da g2N] o6hQ.

Table39 ¢ Testing Indonesian and Brazilian Agence France Presse models onamossy forecastingfor Verbal
Cooperation events using FTXT_CLEAN (training 11/2Q082010, testng 11/2010¢ 8/2012)

Source Predicting True Pos True Neg Pos + Neg

Indonesia/AFP Indonesia/quadverbcoop 34.19 82.85 117.03
Indonesia/AFP Brazil/quadverbcoop 82.20 17.37 99.57
Brazil/AFP Brazil/quadverbcoop 52.63 71.43 124.06
Brazil/AFP Indonesia/quadverbcoop 94.02 11.70 105.72

5.3.4 REVISITINBROTESTS

The results of Table 1@arlier suggested that forecasting specific event types was considerably less
accurate than forecasting broad classes of events. However, it was based on Xinhua coverage of Egypt
and used a §ear training period to forecast a\&ar testing period. Usinthenarrower2-year training

and 2year testing period of above and looking across all five countries and all three sources, Brazil and
Egypt are the only two countries to achieve greater than 5% better than random charfoeecasting

Protest events In both cases, Agence France Presse provided the most accurate coverage, with Egypt
reaching 15.51% better than random chance (90.07% True Positive / 25.44% True Negative) and Brazil
reaching 6.65% (100% True Positive / 6.65% True Negative). In thefcRggpt, it was location
mentions via META_ORG that yielded the most predictive results, showiaklle 40. The model
appears to have learned that stiussions of the United Nations, the UN Security Council, the Arab
League, and the European Union all are suggestive of fuitotests while mentions of the World

Health Organization and International Criminal Court are less suggestive of futiessts Indeed, it

appears the ICC mentions are related to Sudanese President Omaé8 dl K A NRa @AaAid G2 93
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period, which yielded substantial coverage tied into discussions of United Nations activity in Darfur
0 & . S &K A.NIe diseussiorpdhe World Health Organization, on the other hand, appears to be
centered on a partnership with Egypt to reduce tobaccoaise! t S E | y RaNdwrégélaX updatresion 0

the spread of Avian Flu through the regiora . ANR Ff dz X HAMAO

Table40- Most predictive terms of future Protest (Code 08) events for Agence France Presse coverage of Egypt for
META_ORG (training 11/20@810/2010, testing 11/201Q; 8/2012)

Term Low Mean | Low Var High Mean| High Var | High Bias
un_security_council 2.03 13.33 11.01 29.54 8.98
united_nations 1.13 7.60 9.48 26.31 8.35
arab_league 0.57 4.60 6.22 14.87 5.65
european_union 1.59 7.25 6.28 12.82 4.69
world_health_organization 0.66 6.10 0.00 0.00 -0.66
international_criminal_court 0.75 5.91 0.00 0.00 -0.75

For Brazil, only META_GEO has measurable predictive insight. The strongest indicator is Honduras (and
Tegucigalpa its capital), which is a result of the Brazilian embassy providing sanctuary to deposed
Honduran President Manuel Zelaya, leadittg wide-spread protests against Brazil in Honduras
Oa%StlLE&lFEeET HNNnpLD | A& NBLI I OS Y Safiti American siinnilieS R § 2
F2it26Ay3 &@SFENIFYAR FdzNIKSNI LINRGSada yR 0280210
20mn 0 @ ¢CKS adNRBy3a O02yySOdGAz2y (G2 LNry A& RdzsS (2
ddzLISN1LIR2 6SNJ FyR Ala AGFNASYRf@ GASa¢éd AGK LNIYy odaw
appears driven by regular comparisons against its neighbareXample, when Brazilian humorists took

to the streets to protest a new ban on political satire during the 2010 presidential campaign, they widely
O2YLJI NBR (GKS oly G2 aiGKS SEI YIOf iGeredtFwhile Sist@siotesit | ¢ 6 ¢
Francein Agence France Presse coverage of Brazil is closely tied during this time period to Verbal

Cooperation events, it is only ranked"68ut of 224 terms for indicating future protests, reflecting that
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the discussion around France was linked to cooperabetween the two governments, rather than

protests.

Table41 - Most predictive terms of future Protest (Code 14XX) events for AFP coverage of Brazil for META_ORG (training
11/2008¢ 10/2010, testing 11/201@; 8/2012)

Term Low Mean Low Var High Mean High Var High Bias

honduras 14.62 48.32 141.97 157.75 127.34
venezuela 8.34 12.03 67.23 9.16 58.89
iran 6.55 19.89 62.86 88.89 56.30
tegucigalpa 3.69 19.11 47.28 66.87 43.59
denmark 3.39 9.30 46.73 27.21 43.34
kyoto 0.65 5.39 39.88 56.39 39.23
belgium 1.81 7.85 40.44 57.20 38.63
tehran 1.91 13.25 37.57 53.13 35.66
israel 5.01 11.15 40.37 57.08 35.35
libya 2.39 11.34 37.64 53.23 35.25

5.3.5 TESTING WEEKLY FORECASTS

As the Egyptian revolution demonstrated, even the abilitfdecast events just 24 hours in advance

can sometimes be as just as critical as the ability to forecastdfranonths or years in advancdn

keeping with this, each of the experiments thus far has ubkedrevious two days of news coverage to
forecastevents the following day. Yet, the desire of policy makers for |leteger forecasts that afford
INBIFGSNI 2LILR NI dzyAGASa F2NI FOlA2yLoftS AYyiSNBSyilAzy
towards longer time horizons (IARPA, 2011). Towdsither the classification approach to forecasting

outlined here can operate on longer time horizongble 42 shows the results of using weekly
aggregation to forecast all classes of Egyptian events using Xinhua coverage, with a training period of

November 2008 to October 2010 and a testing period of November 2010 to August 2012, as above.
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Here, both trainingand testing periods were divided into weeks running from Sunday to the following
{FGdzNRF&8Z IyR Fff FNLHAOfSa LlzofAaKSR Rd2NAyYy3I GKI G

model. Similarly, the number of events occurring in the following weeteveummed and ssociated

R

g Al 0 KF G Thig abdeied ain RienEicad éechnical configuration and modeling pipeline to be

dZASRI $6A0GK GKS 2yfeée OKIFIy3aS o6SAy3a GKS d&AaS 2F |y Sy
number of events to awur anytime the following week. In a production configuration, such a system

g2dzf R 2LISNI GS SIFOK {FddaNRIe S@Syiay3as O02ftfSOGAy3a i
regarding whether the following week would be a High or Low Event week. Whrite text types

experienced a reduction in accuracy, such as FTXT_TONENEG, which now achievesnachattsry

than random chance, other text types, like META_GEO have substantially increased accuracy. In fact,

META_GEO achieves 45.02% better than @andhance under this configuration, correctly recognizing

nearly threequarters of both High Event and Low Event weeks.

Table42 ¢ Peak accuracy by text type for Xinhua coverage of Egypt using weekly aggregation (training 11¢2@03010,
testing 11/2010¢ 8/2012)

TextType High Thres True Pos | True Neg | Accuracy | Pos + Neg

META_GEO 28 72.73 72.29 72.34 145.02
FTXT_TABARIVERBS 60 58.33 69.57 63.83 127.90
FTXT_CLEAN 60 41.67 82.61 61.70 124.28
FTXT_STOPWORDS 60 56.25 67.39 61.70 123.64
FTXT_RELIGIOUS 34 30.00 91.67 45.74 121.67
FTXT_STEMMEDANDSTOPWORL 60 62.50 58.70 60.64 121.20
FTXT_TABARIALLACTORS 60 75.00 45.65 60.64 120.65
FTXT_POSNONOUNS 60 68.75 50.00 59.57 118.75
FTXT_ETHNICRELIGIOUS 69 50.00 66.67 59.57 116.67
FTXT_ETHNIC 69 75.00 38.89 54.26 113.89
FTXT_TONEPOS 69 72.50 40.74 54.26 113.24
FTXT_STEMMED 60 54.17 56.52 55.32 110.69
FTXT_POSNOPROPERNOUNS 60 54.17 56.52 55.32 110.69
FTXT_POSADJS 60 33.33 76.09 54.26 109.42
FTXT_POSVERBS 60 52.08 54.35 53.19 106.43
FTXT_TONE 60 56.25 50.00 53.19 106.25
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Table42 (cont.)

TextType High Thres True Pos | True Neg | Accuracy | Pos + Neg

META_ORG 37 4.41 100.00 30.85 104.41
META_NAME 69 95.00 9.26 45.74 104.26
FTXT_TONENEG 60 62.50 34.78 48.94 97.28
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CHAPTER CONCLUSIONS AND FUTURE DIRECTIONS

This dissertation has presented a novel framework enabling theraigiblution quantitative study of the
interplay of the latent and physical worlds. Using this framework, it has successfully demonstrated the
application of a physical event database frdime political science literature, using software to
automatically transform a collection of more than 4.7 million articles and 1.3 billion words into nearly 29
million global events in 310 distinct categories coded to the specific day and location ofethie € his
template was then applied to test the hypothesis that forecasting future physical behavior could be
treated as a classification of discourse problem, using a standard Rayesiardocument classification

model to forecast future behavior bagen latent linguistic patterns.

6.1A TEMPLATE FOR TESTING THE LLRHMSICAL LINK

One of the greatest limiting factors of the existing literature on using latent indicators to forecast future
physical behaviohas beerthe lack of a framework for testing higlsolution forecasts. Leetaru (2011)

could study only wholeountry collapse, while Chadefaux (2012) was limited to Hagye militarized

disputes and Radinsky & Horvitz (2013) looked primarily at significartaliypevents. While there are

YIye aS@Syid RIGFolaSa¢é @rAatloftS G2RIE GKIFG OF L
amenable to statistical modeling, they tend to have a limited number of event categories, low spatial or
temporal resolution, orare unavailable for academic research. In particular, the US Department of
Defense ICEWS project offers an ideat bedfor evaluating latent forecasting measures, combining an

archive of news content with extracted event records in over 300 categories. However, other than a few
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small extracts created during the evaluation phase of the project, the data is unavailabb@dor
academic research. Other initiatives such as the recent IARPA Open Source Indicators program are
similarly investing considerable resources in the construction of-tegblution event datasets for the
evaluation of forecasting models of interest WS national security, but again restricting them from
open academic research. No currently available academic datasets offer coverage of Latin America,
while the only available African database offers just 50,000 events across more than 50 countri@s over

decade, limiting some countries to just a few events per year.

This dissertation has therefore demonstrated the use of automated softlased coding systems

from the political science literature to construct a higgsolution spatiatemporal eventdatabase for

latent forecasting, in this case capturing more than 29 million global events covering all countries over
30 years. More importantly, it has shown that constructing such a database does not require an
investment of millions of dollars andtaam of hundreds of highly trained human coders working over

the better part of a decade. Rather, a single graduate student using just a laptop computer can now
rapidly construct such a wideanging database within the scope of a doctoral dissertatioeating a
customized database covering the time periods, geographic regions, and events of interest. Even more
powerfully, the software and event taxonomy used is the same that currently underpins the US
YATAOGFNBEQa 2LISNI GA 2y fed t8 m@nidok émerdirg @ &opniedtd adddss the I
world each day. It therefore carries with it an extensive history of validation and continuous
development and means that resulting forecasting models are directly aligned with the event categories

of greates interest to the US Government.

Moving beyond coarse lorguration episodes of whole country collapse and-fgihle military conflict

towards capturing the occurrence of individual peaceful protests and verbal actions such as peace
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appeals and aid prosioning is shown to enable an entirely new resolution of forecasting. While the
current output of the TABARI system contains only limited detail about each event, the results of this
dissertation have demonstrated they are sufficient for evaluating laten¢casting approaches. In
addition, the TABARI system is still under active development, introducing new ethnic and religious
attribute fields just a few months ago. The ability to compile events directly from the narrative text to
be analyzed elimintas source differences from forecasting error, allowing more a precise understanding
of error. The flexibility of the TABARI software means it is possible to rapidly expand its event taxonomy

in the future to add new classes of behavior of theoretic iagtito be forecasted.

6.2MAJOR FINDINGS

Utilizing this new framework for evaluating latent forecasting models, this dissertation has
demonstrated thefeasibletreatment of latent forecasting as a classification problem, using a Naive
Bayesiardocument clasification system to explore the three research questions posed in Chapter 3. It
is clear that even a basic NaBayesiarclassifier, with its assumptions of term independence, can offer
potentially actionable forecasts of future physical behavior. ®/thie most accurate forecasts appear

to come from examining speciftextual dimensions, such as locations or actions, it is also clear that
even models based on the unfiltered raw text yield accurate forecasts. This is a valuable insight, as it
means th& no theoretic understanding cn event typeis necessary to forecast it. One can simply
analyze the entire body of text preceding occurrences of an event, rather than developing customized
textual surrogates based on a theoretic construct of how and ivbgcurs. Indeed, from an operational

standpoint it has been succesBfudemonstrated that an analysbould simply select a set of events of
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interest from the past, hand them to a classification model, and receive fully autonomous daily or

weekly foreasts of future occurrences of those events.

While the accuracies of the forecasting models presented here are relatively low, they represent
completely untuned models with considerable potential for accuraegrovements From enhanced
tuning of the intenal NaiveBayesianparameters to the use of more sophisticated classification
algorithms like Support Vector Machines or Random Forest mosdelstantialfuture improvements

are available. LY | RRAGA2Yy X LINRPINI Ya &dzOK I[0H) iditiatiwet dreQa  h LIS
exploring whether combining large numbers of indicators in parallel improves recognition accuracy,
rather than examining a single indicator at a time as this dissertation has done. An emerging literature is
also demonstrating significh gains from pooling multiple forecasting models together, combining their
respective forecast@Montgomery, Hollenbach, & Ward, 2012)uch as prediction markets aim to work
around the limitations of the solitary expert by pooling their mutual expertiB@mally, vinile the use of

days and weeks as forecasting horizons may at first appear to be too shaitration to be of
actionable utility, it is worth noting that there are countless situations each day where an anabdd

to know what will happeithe following daylARPA, 2011

It might at first seem trivial to forecast certain classes of events, espedidlyNS R ra@durid yod £
Verbal Cooperation agreements after a week of discussion leading up to them. Hoineherprocess

of creatingtheir forecasts, thesenodels are actually contextualizing those evemi® their linguistic
predecessor cueand codifying into a set of probability rules the language of diplomatic discounse.
this way, they enable the quantitative study of how gaveents prepare their citizens for conflict and
for peace, but through fully automatic algorithms rather than through the laborious hand coding of

works like Hunt (1997).Thus, while the original experimental design of this dissertation was based
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around testing the forecasting ability of latent textual indicators, it has demonstrated that this approach
has the deeper ability to directly quantitatively model thapical traces of themetanarratives that

underlie the communicative sphere.

The finding that te predictive value of information does not decrease solely with tiemls critical
nuance to the importance that recency and novelty play in the news cycle. The norms of

A 3
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older information specifically because of its greater ability to inform on contemporary events.
Intuitively, it would certainly seem that a news story about a violent attack in Syria in early 2013 would

be better contextualized by informatiorabout the broader 2012013 revolution, rather than
informationonl OA @Af RA&AGdZNDF YOS FNRBY (g2 RSOFRSA LINA 2 NJX
contextualize stories in their historical political underpinnings demonstrates, older informatioftein
justasimportanto SELX  AYyAy3 (KS aGaéKeé 2F | &adGd2NEBE | yR K2§
Rather thansimply decaying with time, the predictive value of information appears to be far more

driven by the degree to which aligns with carent events. In the case of Egypt, it remained relatively

stable in the decade prior to the 2011 revolution, occupying a consistent role in regional politics, leading

to relative stability in the predictive value of news articles from throughout thatqaerlt is also clear

that the news media, far from being an objective reporter of simple factual occurrences, offers strong
contextualization of societal behavior inside souspecific frameworks. Agence France Presse, for
example, appears to stronggjtuate events in terms of their past and future political implications, while

Xinhua contextualizes in terms of space. This is simultaneously confounding, as it prevents the creation

2F Gadzy AGSNELIt ¢ Y2RSt a abdtdassurirySag SxNibité thd kihdslofciRral & A y LI

contextualization theoretically understood to drive news reporting.
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The modeling approach used in this study is limited to learning patterns of individual word occurrences
and cannot generalize beyond those words to thraore abstract semantic meanings or the way those
meanings cohere into narrative. Thus, these models can access the metanarratives of a country only as
instantiated in the word probabilities of the media coverage of individual occurrences of that marrati
such as discussion of a specific peace summit or attack. Much like topic modeling can offer the human
analyst only a probabilistic blueprint of terms suggestive of each category that must then be woven by
that human into a cohesive story describin@tltategory (Blei & Lafferty, 2007), the probability tables

of the models in this dissertation are merely starting poifnitsm which an analyst could posit a myriad
possible metanarratives. This is an important consideration, in that for all their qaawgitmight,

these models do not alleviate the need for basic humanistic qualitative inquiry. Their term lists can
suggest an unexpected pattern or offer findings in support of an expected pattern, but ultimately they
are merely tools that can be used &xplore metanarratives along quantitative dimensionget even

this relatively simplistiability to quantitatively capture topical traces of these metanarratives enables a
range of analytic methods such as clustering and model comparison technigi@dbéch Karypis&

Kumar, 2000) that could be used to autonomously align extracted models with a predefined gallery of

recognizechumandefinedmetanarratives for a given country.

Returning to the three research questions of Chaiehis dissertatiorpresents the following:

1 RESEARCH QUESTION #1. Vdteatit signatures precede physicabcietalscale behavioand
manifest themselves in the media in a measurable vPayrhe experiments of the preceding
chapter have demonstrated that text classification models are capable of surfacing a number of
latent featuresthat appearpredictive of future physical behavior. There does se¢mto be

any one signature or set of sigtures that are most predictive, but rather an array of signatures
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that are closely coupled with underlyinmptential metanarratives of a region, time period, and
culture.

1 RESEARCH QUESTION #2e signatures universal across geographies, or keyed to each
location and culture?It appears that signatures are highly contextualized and do not generalize
across news sources or countrieSgnatures do appear to generalize withircauntry over time
as long as the underlying environment and role of that copmemains stable. Wile the
specific features change, the underlying predictive power of a maplelied to a stable country
does not decaygtrictly with time as it is trained on older information.

1 RESEARCH QUESTION #3. Are signatures universal elesses of physicabehavior and
intensity levels? There issignificantstratification in the ability to forecast different classes of
physical behavior that is largely dependent on the degree to which those events require
priming. Governments and theews media appear to prime citizens well in advance of
impending Verbal Cooperation events, while conflict events are more difficult to forecast, at
least using the classification approach examined here. The signatures most predictive of each
class of evenappear to vary considerably across news sources and countries. However,
episodes with higher intensity levels, as defined by the number of events recorded in that time

period, are considerably more predictable than those with smaller numbers of events.

6.3FORECASTING AS SCIENCE AND COMPARING ACCURACY

This dissertation makes considerable use of forecasting, yet rather than focusing on forecasting as an

ends itself, it is utilized as a lens through which to understand the underlying latent patterns ¢éhat ar
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most strongly suggestive of future physical behavior. Brandt, Freeman, and Schrodt (2011) offer this

observation as to the value of forecastingmodeling

[ FYLIWBStEE ownnnv | NHdzSE GGKFG F2NBOIFAGAYyshgld2 y i NR o «
arguments on the logical positivists Hempel and Quine, goes further to assert that unless validated

by prediction, models, even those lovingly structured with elaborate formalisms and references to
wizened authoritt 8 =  NB X ONBH & A & RINB ¢

While forecasting has been used here merely as an evaluative metric, with no emphasis on maximizing
the forecasting accuracy of the resulting models, it is nevertheless useful to compare the results with
the current state of the art. The TABARI andME® event framework used in this dissertation are
widely used in the political forecasting communiyd produce many of the underlying datasets
Recent forecasting work on CAMEGded data has turned to increasingly sophisticated modeling
techniques fromMarkow-SwitchingBayesiarVector Autoregressive models (Brandt, Freeman & Schrodt,
2011) and Latent Dirichlet Allocation models (Schrodt, 2011) to Hidden Markov models (Schrodt, 2000).
However, as Brandt, Freeman & Schrodt (2011) explore at lengthatkef consistency in the accuracy
metrics used to describe these models makes it exceedingly difficult to compare their results. At the
very least, recent papers have touted accuracies e23% better than random chance (Schrodt, 2011;

5 Qh NJ T A 2e3& Scheogh, |20 4) ¥is positive developments in forecasting development.

Such accuracy levels would suggest that many of the models in the previous chapter are competitive
with current physicalipbased models, yet impodewer theoretic requirements onkteir useg an analyst
simply selects a set of events of interest and the system forecasts the likelihood of future incidents of
those events. This lends considerable ease to their operational implementation in that analysts can
monitor emerging situation®f interest where there is not yet enough known to develop the more

detailed theoretic causative models needed for physiebdlged forecasting approachef the few
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published studies involving latent models, none has attempted to forecastritemsity unrest, so there
is no established baseline against which to compare, other to note that accuracies appear promising

O2YLI NBR ¢gAGK wlkRAyale g | 2NBAGI Q4 onwnnov FT2NBOI &

Returning to the argument of Brandt, Freemamd Schrodt (2011), forecasting, rather than being an

ends itself, can often serve as a useful timodleterminingwhether patterns observed in data on societal
OSKIF@A2NI I NB adzZFFAOASYy(Gte 3IASYSNIfATIofS ofitke 6S & LJ
infinite descriptive patterns that may be observed preceding a given episode of interest, which of those
patterns occurs most often before similar episodes in the past and future and less often when no
subsequentepisode occurs?A rising criticisnof traditional models of conflict is that in the absence of

such forecasbased testing, models record only localized patterns of little use in understanding future
conflicts (Ward et al, 2010). Forecastingas applied in this dissertatiois therefore a form of

O2y (SElGdz t ATFIAR2YE 6KAOK lft2ga (K2&aS LI GGSNya Y2
readily from a collection. While the accuracy of these resulting models appears on par with the existing
literature, their use here lies in tlireability to tease apart the underlying patterns thagstcapturethe

latent underpinnings of future unrestrather than on the purely operational pursuit afptimal

prediction.

6.4AMETHODOLOGICAL LIMITATIONS AND THEIR MITIGATIONS

Every analytical approach has a number of limitations that constrain its ability to fully answer the
research questions being explored. This can range from the representativeness and boundaries of the

source data being analyzed to the ability of the s@tal methods used to adequately express and
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model the source patterns being tested. This section explores some of the key limitations to the

methodsexploredin this dissertation and the actions taken to mitigate their impact on its findings.

6.4.1 DATASET@UNDARIES

The first and most obvious limitation is the natural boundary created by the set of available event types
in the CAMEO taxonomy. While the version of CAMEO used in this dissertation contains over 300
categories, it does not at present containyaevent classes relating to the spread of disease or electoral
disputes, both of which have become increasingly prevalent concerns in many regions of the world

(IARPA, 2011)

6.4.1.1 Mitigation

The current version of CAMEO reflects several decades of researtie categories of events most
commonly discussed in the news media and thus captures the most prevalent categbresvity
available for analysis In addition, the creator of TABARI and CAMEO is already applying a number of
natural language procesg techniques to expand the CAMEO taxonomy for a future release (Bagozzi &

Schrodt, 2012)

6.4.2 DATASET ERRORS

Even the most meticulousigreated event datasets will contain a certain degree of erfealse positives
(event records that record an eventahdid not actually take place) and false negativaemissing event

that actually did occyrcan both skew the picture of confliphinted by the final event datéStoll &
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Subramanian, 2006)Even the most sophisticated natural language processing sgsteday still incur
a fair degree of error when translating freeform qualitative hurg@merated text into codified numeric

guantitative measures.

6.4.2.1 Mitigation

King & Lowe (2003) conducted one of the most extensive comparisons of automatédimadcoding,

using a softwaresystem called VR#at is a commercial implementation of tiRABARIrameworkused

here. To compare the two approaches, the authors tnashed Harvard undergraduate students code a

series of 71%Xexts into an event taxonomy amtbmpaed their resultsagainst automated coding of the

same texts. The machine achieved 85% accuracy overall, compared with 88% for human coders, and
70% accuracy at distinguishing between specific-graéned categories, compared with 65% accuracy

for the human coders. The human coders also exhibited significant variability, ranging frono 5@%

I OOdzNJ O& @ ¢CKS 2yfeé YSIadnNIofS RAFFSNBYOS 0SiGsSS
higher propensity for false positives However, these were found tde nonsystematic, spread

randomly across categories and actorBurther,{f OKN2 RO 3 2yl YAYS OHAMHUO VY2
SNNBENE A& adGFdAadAaolrtte AYyarayATFAOryld Ay F2NBOI &l

specification error, and #intrinsic randomness of human behavior.

6.4.3 ADVERSE MEDIA EFFECTS

Mediabased conflict measures may be negatively impacted by a varietifemtssuch as selection bias,
media fatigue, and helicopter journalism. Selection bias refers to the fact thigt a fraction of all

global activity is eventually reported in the msiream news media(Rosenblum, 1981) From the
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standpoint of using media as a remote proxy of emotional and thematic reactions to ongoing events, the
filtering effect of the media isuseful in its reflection b localized soci@ultural cues(Gerbner &
Marvanyi, 1977) At the same time, as a catalog of human activity, it can result in-@ret under
emphasis of spéfic event types or attributegMcCarthy McPhail& Smith, 1996).Similarly, helicopter
journalism refers to the behavior of the mediadffer little coverage to certain regions of the world and
subject matters until a major incident occurs, at which point media attention may suyglderease a
thousandfold overnight. Te term draws its name from the practice of mainstream journalists to

fAGSNIffe aKSEAO2LIISNE AyiG2 NBY2:GS NBIA2ya G2 NI LI

For example, international media paid comparatively little attention to Haiti until the 2010 earthquake,
with some major newspapers jumping from one article a month to hundreds of articles in the
subsequent months. The combination of these effects cald wiessudden massive spike in coverage of a
region, followed by an exponential decay curve as coverage tails off over the following week or weeks.
In addition, along literature has suggested that the news media tends to emph&si ¢ 6 R¢ y Sga
G 32 2 Rvé (Wgofley, 2000) especially regaridg coverage of the third worl§Rosenblum, 1981)
There are also indications that the news media worldwide is becoming steadily more negative,
accelerating in the Internet era with increased competition among newtetsuthat were previousl
isolated by geographyieetaru, 2011) This could reflect the media selecting more negative stories,
increased coverage of regions of the world that were previously inaccessible to the media, or a natural
evolution in the use ofanguage.In contrast, Twitter appears to emphasize positive storiessadtiwith

respect tocertain topic§Wong et al, 2012)
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6.4.3.1 Mitigation

Empirical work has suggested that the incorporation of multiple media sources, especially local and
regional surces, can strongly mitigatthe impact of selection bias, media fatigue, and helicopter
journalism,compared with relying only on a single Western international nsetgce like the New York
Times (Gerner & Shrodt, 1996) The progressionof the mediatowards negativity is nearly linear,

suggesting it will have a minimal impact on findings and can be modeled out as necessary.

6.4.4 CENSORSHIP AND MEDIA INTERFERENCE

¢CKS FAYLFE LINARYFNE fAYAGFEOAZ2Y 2y GKAA& RbtidedatdND F A 2
passive, on the emotional and thematic content of media that may restrict the types of signals that

would portend future unrest. There are three primary areas where governments may directly influence

the media sphere in ways that may skew fésu The first is through censorship, the active removal of
messages deemed objectionable, the second is through inorganic messaging campaigns that saturate

the online discourse, and the third is through ssdhsorship in which the government creates an
environment so hostile to dissent that discussants-sedtrict their expression to avoid discussing- off

limits topics. Each of these may limit the presence of early warning signals in the media environment,

dampening or subverting signals that otherwiseuld provide strong early indicators of future unrest.

6.4.4.1 Mitigation

Censorshipand governmental interference anmeot restricted to media channels or remote population

assessment. Even field surveys and other forms of sampling are subject to thizeas cestrict their
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views to prevent retaliation and governments take action to remove prominent dissenting individuals
from being able to propagate their views to the rest of societhus, the effects described herein do

not impact mediaderived latert indicators any more strongly than other conflict forecastignals

6.4.5 CENSORSHIBLOCKING MESSAGES

The outright prohibition of objectionable material through active prevention and removal strategies,
known as censorship, is perhaps the oldest and made-spread form of interference in the media
environment. The OpenNet Initiative maintains profiles on 55 countries that utilize various forms of
technical or lgal censorship of the InterndOpenNet, online) China is perhaps the mosbted for its

wide array of technical mechanisms and long history of restricting dissenting views through the media
and is continually evolving and expanding its arsenal of censorship appsoasheew forms of media
emerge(Hunt, 2012) Even European countgehave turned to various forms of censorship during crisis:
as political turmoil accelerated in Greece in 2012, the publishing of politmalom polls was legally
banned(Reuters, 2012)/ Sy a2 NB KAL) Ay Yl yeé O2dzyid NR SannesGuOzNE  LINJ
as technological filtering or intimidation, but may also occur through legal channels. Tine on
database Chilling Effectat{p://www.chillingeffects.org) maintains a list of legal requests to censor

material, archiving nearly a quartenillion requestsoverjust the last 12 months.

The increasingly global nature of electronic media has also led to a rising number of censorship conflicts
stemming fromculturally-sensitive material rather than anrgiovernment commentary. For example, in

May 2012, Pakistan blocked all access to Twitter from within its borders because of references to a
Facebook competition to post image$ Muhammad, the Muslim prophetSayah, 2012).Censorship

demands have increased to such a point that Twitter impleraérdén official policy in 2012 that it
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would censor tweets on a countfyy-country basis so that a given country could request that a selected

tweet or set of tweets be rendered inaccddsi to users in those countri€€NN, 2012).

6.4.5.1 Mitigation

Censorship might at first appear to be an insurmountable obstacle to extracting early warning indicators
from media coverage. Intuitively, the very nations with restrictive environments and growing levels of
anti-government organizing that might lexpectd to be the most fragilevould also be the most likely

to utilize various forms of censorship to block the egavernment discourse that would offer an early
warning indicator of its growth. However, motivated opposition groups will always find a wandr

even the most comprehensive censorship efforts. For example, the 203depnocracy rallies in China
0SOIFIYS 1y2s6y |a (GKS a2laYAyYyS NB@2tdziAz2yé | a 2NBLY
dissent. Instead of message 2 ¥ & NB @ 2INHBz( dbldhaindeSsageboards lit up with discussions

of botany and the jasmine flower (Ramzy, 201lk).Greece, when political polls were officially banned,
political parties released their own confidential polls, the results of which were widstsibdied
through media channeléReuters, 2012).Even in North Korea, perhaps the most censored country in
the world, citizens find a myriad ways to work around those censorship controls and gerazhd

consume restricted medig@retchun & Kim, 2012).

Most critically, censorship efforts are not necessarily directed atragime messages. In the case of
China, a recent studyKing, Pan, Roberts, 2018)und that censorship efforts there are directed
primarily at mobilization campaigns and messaging timight promote physical action, while other
foomsofaniNBE 3A YS O2YYSy Gl NB | NB f I NHSNEB{ ABNNYAHIBRPE a U

the Chinese government has made a decision to allow the Internet to be used as a forum for citizens to
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discourse escalates to the level of a call to action. This suggests that even in adereoled nation
like China, at least the early stages of aguverrment rhetoric may be largely preserved intaatguing

that censorship controls may not entirely squelch latent indicators of unrest.

6.4.6 CENSORSHIPATURATING MESSAGES: ORGANIC VERSUS INORGANIC CAMPAIGNS

Another mechanism through which the state may neggli influence the media environment is the use

2F AY2NBFIYAO YSRAI drfivgtd & B $ 8 M coptya® 1 Wrgahié camipligns ifJ

which a large number of individuals sharing a common interest discuss and promote a topic to the
degreethat it becomes heavily prevalent across the Internet narrative, inorganic campaigpisyvery

large collectives of paid users or automated software tools to pour out commentary across all available
F2NHzvya (2 aFft22Ré (KS 2 yidlch ¢ Particularatapia. dBHiné hagi @eated dzLJLI2 N
perhaps the most sophisticated example of astroturfing, combining electronic censorship tools with the
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6.4.6.1 Mitigation

Mainstream media is more resistant to adiuding in that its gatekeeping editorial structure and
professionalized corps of reporters acts as a bulwark against such message flooding. More critically,
however, while social media is amorphous with respect to national boundaries (Chinese astsotairier
saturate a discussion on the Ameriebased Twitter platform), mainstream media tend to be subject to
such censorship only with respect to the demands of their host country. While a Chinese newspaper

might be prohibited from covering a labor dispute Beijing, news outlets throughout the rest of the
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world will likely not adhere to such restrictions. In the case of the 2011 Egyptian revolution, Leetaru
(2011) found that while the tone of Egyptian media nearly-lits¢d as the country neared collapse
reflecting a rapidlyincreasing level of government censorship and intervention, this was more than
compensated for by using a basket of media sources from across the world. tiduse ofmultiple
mainstream media sources, including local and redicoairces, should minimize thenpact of such

inorganic campaigns

6.4.7 CENSORSHIPELFCENSORSHIP: HARASSMENT OF THE MEDIA

The third category of governmental influence of the media is perhaps the hardest to measure. Here the
government chooses not to dicdy manipulate the media sphere, but rather uses punitive mechanisms

to discourage the dissemination of objectionable messages. For example, bloggers or journalists who
Ll2ad aadzoo@SNBEAGS:E O2yiSyd 2N K2 | NBiomnday baS OiG SR
arrested or detained for lengthy periods of time to discourageeath{Gladstone & Afkhami, 2012)

Over time this leads to an environment of fear where individualsaitor and avoid posting material

that might have even the possibility oélmg construed as prohibited to avoid a similar fate. This would

dampen latent antgovernment discourse that might offer early warnings of impending instability.

6.4.7.1 Mitigation

As noted in the previous sections, such smhsorship applies only to theoantry enforcing it, and

when the global media is pooled together, early warning signals are likely to be manifest in the media of

other nations.
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6.4.8 THE PARADOX OF PREDICTION ANIFSHEEEELING PROPHECIES

In closing, it is worth noting a critical limitaticof the results of this dissertation that could potentially
arise if the results were operationalized into a policymaking environment: the paradox of prediction and
the selffulfilling prophecy. If the system were to generate a forecast that suggestgeaer risk of
instability in a particular country and policymakers were to subsequently take military or diplomatic
action based on that forecast to prevent that instability, they would cause the forecast to be wrong. In
essence, the purpose of conflifirecasting is so that action can be taken to change the conditions in
order to prevent the forecast. This makes it difficult to evaluate the results of the model: if
peacekeeping troops were deployed across a country rated at high risk for a couphearduntry
subsequently does not undergo a coup, was the original forecast wrong or did the presence of the
massive humber of foreign troops cause the potential coup participants to rethink their strategy? It also
presents problems for seléarning moded that incorporate a feedback lodp evaluatechanges in the

link between latent indicators and subsequent physical action. If action is taken based on the forecast,
this becomes a violation to the observational clossdtem loop expected by forecastisgstems, and

will skew its understanding of the predictive power of the various indicators. Finally, the opposite can
be true: if a model forecasts a strong likelihood of collapse in a country, policymakers and military
planners may withdraw naticbuilding funds and military support until after the political situation has
stabilized, accelerating the country into a collapse that it may not have undergone if that support had
remained. In other words, forecasts can cause-fedfilling prophecies as exteal actors take action

based on the forecasts that may cause them to occur.
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6.4.8.1 Mitigation

Until largescaleinterventions, such as military action or nation building efforts, are conducted based
primarily on the forecasts of early warning systems, such paradoxes are entirely theoretical. Of all of the
limitations outlined in this section, this is the only otiet is not easily remediable, since by its very

VI GdzNEZ Al NBLINBaSyida I O2yOSNISR GaAYAARSNI FaGdl O
output by taking action to invalidate it. Until such a system were to be deployed in production with its
forecasts leading to interventions, it is difficult to assess the impact this might have. Most likely,
however, these interventions will result in new media coverage reflecting the changing environment,

which would feed back into the system to adjust tferecasts as the impacts of the interventions

solidify.

6.5 CONTRIBUTION TO THE LITERATURE

The vast body of previous work in this area over more than four decades, coupled with the enormous
sums of funding (over $125M in the last three years alone) expodepast efforts that yielded limited
outcomes, stands testament to the impact that answers to the research questions outlined in this
dissertationcould present. The evaluative framework for latent forecasting created through this work
will significanty enhancethe ability of scholars to explore the latephysical linkage. The ability to
develop new quantitative latent forecasting modelsing this frameworkwill also substantially
contribute to the national security of the United States, the abdityJS policymakers to more efficiently
target conflict prevention resources abroad, and offer a powerful new empirical test bed for the social

sciences and humanities.
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6.5.1 NATIONAL SECURITY AND CONFLICT PREVENTION

Models capable of successfully forecastimgpending physical unrest around the world would constitute

an enormous contribution to the national security of the United States. Through the advance
identification of atrisk locations and emerging global hotspots, US policymakers will be able to more
precisely target conflict prevention resources, including nation building efforts, to most effectively
mitigate those threats to peace. New theories atabkcriptive understandings of theediabehaviors

and driving forces of globalkale social systemaill ultimately allow for realtime synthesis of global
restlessness and enable monitoring and analytical exploration of those trends. Better understanding of
the latent indicators offering the greatest predictive insight and their geographic and culturatienas

will offer profoundly new insights into the ways in which group unrest manifests itself in latent signals in
the global media and expand currennderstanding of social systenieyond limited case studies,
towards models thatincorporate the nonhear clustering and feedback effects that define human
interaction The ultimate ability to apply these models to calculate such measures in realtime on live
data streams will greatly enrich fragility indexes and political risk calculations by incongpeatich
strata of perceptual cues capturingmergent multiscale behaviordrom the micro-level of the

individual through the macrtevel of the entire planet

6.5.2 ANEW EMPIRICAL TESTBED FOR THE SOCIAL SCIENCES AND HUMANITIES

This dissertation has preseatl a novel approach to thestudy of the socialigonstructed world by
facilitating the transition ofatent-basedsocial conflict researcliom smalin case studies towardsew

analytical approaches capable iotegrating the mediaaction link andmodelingrealworld media and
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social environments at a scale from global to loclinderstanding othe interplay between themedia
environment and socigbolitical interactionsmay be enhancedhrough access tocomputational
modeling techniques capable of regenting the latentphysical connection, case studies on the
datasets and variables offering the greatest predictive povesrd case examples of the scalability
characteristics of the computational modetsffering new insight into questions such as how tiiebal

media ecosystenaan capture early warning indicators of emerging unrest.

A significant ad immediate contribution of thiswork is the set of representational structures,
algorithmic approaches, and computational methods capable of tractably emgodassscale high
resolution global physical behavior even within the confines of a doctoral dissertdtiading to new
methods of thinking oocialmodeling of qualitative datéike media content In particular, the efficacy
of generatingmeasurableand robustnarrative traceslinking large event datasets with quantitative
measures of massive text archivesing fully automatedpattern-detection methods suggestthe
broader applicability ofsuch dataanalysis towards quantitative senseaking inan array of data

archives andouldinvigorate its use in the humanities and social sciences.

The ability to quantitatively model predictivatent cues such as thosgentified in the previous chapter
will enable scholars across disciplines including madéacommunications, political science, dmstory

to move beyond smah case studies of selected evertsvards realtime earth observatioand
forecastingakin to that being pursued by the physical sciences. This in turn will enable fiestthe
time the ability to experimentally test theories ahedia proxies ofgroup and network dynamics
occurring at a global scale over a period of decadesssons learned in the challenges, limitations,
computational scalability, and variations in theegictive power of specific datasets and methods

presented here will yield considerable insight of rich applicability to a wide array of scholarly disciplines.

158



Finally, the novel framework and classification approach demonstrated here for forecasting futur
unrest will offer a rich test bed for future work from the broader academic community to situate a wide

array of new latent indicators in their disciplinary humanistic and theoretical foundations.
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